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Special relativity
(notes for “Relativity” a.a. 2021/22)

Fiorenzo Bastianelli

1 Introduction

By the beginning of 1900, the study of Nature had produced two great and sufficiently self-
consistent theories:

1) Newtonian mechanics,

2) classical electrodynamics.

However, these two theories did not seem to be compatible with each other.

Newtonian mechanics was known to be consistent for changes of the inertial reference frames
as given by Galilean transformations. An inertial frame K is used to measure the time ¢ and
the position Z in Cartesian coordinates. We indicate it schematically by the four coordinates,
K = (t,7) = (t,z,y,2) = (t,z', 2% 2%). Similarly, one can consider a second inertial frame
K' = (¢, &"). If the system K’ moves with velocity v along the positive z direction of K, see
fig. [1 the relation that connects the coordinates of these two inertial frames is given by the
following Galilean transformation

=t

¥ =x—vt

=y (1)
Z=z.

The equation ¢’ = t tells that time is absolute, in the sense that it flows independently of the
state of motion of the observer.

Figure 1: The inertial frames K and K' with their own clock for measuring time.

The above transformation leaves Newton’s equations invariant in form. Let us verify this
crucial statement on the equations of motion of a free particle of mass m
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This situation was described nicely by Galileo (and perhaps even by Giordano Bruno) with the
image of a ship in constant motion with respect to mainland (see Galileo in “Dialogo sopra i
due massimi sistemi del mondo” (1632)).

On the other hand, Newton’s equations are not form invariant under a transformation with
¥ =x+ % gt?, that gives

2 2 =1 (41
&z(t) =0 — mdm—(t) =mg (3)

m
dt? dt'?

with ¢ = (g,0,0). In the new frame, there appears a fictitious force, also known as inertial
force, i.e. a force that is not related to interactions with other particles. In this case there
is no symmetry between the two frames, therefore they are not equivalent. The first frame is
inertial, while the second one is not, because of the presence of fictitious forces.

In general, one refers to a symmetry in the case where the equations of motion are un-
changed in form under suitable transformations of the dynamical variables. The appropriate
mathematical language to describe symmetries is group theory, which has become quite impor-
tant in modern studies of physical theories (see appendix [Al for the mathematical definition of
a group).

Classical Newtonian mechanics is invariant under the Galilean group, which includes the
symmetry described above for the equations of motion of free particles. More generally, Galilean
invariance is maintained if the forces are consistent with this symmetry principle. An example
is the gravitational force due to Newton’s law of universal gravitation, which describes the
gravitational forces produced by massive bodies: /N massive particles of masses my and positions
T, with £ =1,.., N, are subject to the gravitational forces

G Z mimi~————s5 fL‘l — I’k . (4)

Ik |71 = Zxl?
These equations are invariant under the transformations of the Galileo group, which take the

general form
t'=t+r71 (5)
T'=R¥-Ut+d

where 7, ' and @ are constant, and R is a constant orthogonal matrix that describes rotations of
the coordinate axes of three-dimensional space. The 10 free parameters describing this general
transformation (1 parameter the time translation 7, 3 parameters for the space translations @, 3
angles specifying an arbitrary rotation given by the orthogonal matrix R, and the 3 components
of the velocity ¥ specifying the proper Galilean transformation) are the 10 Lie parameters of
the Galilean group.

On the other hand, electrodynamics is synthesized by Maxwell’s equations, which in suitable
unitdl] are written as

Lo . - 10E 1 -
V-E=p, VxB—-~-—=-]

Cat C (6)
V-B=0, VxE—i——a—:O.
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These equations are not invariant under the Galilean transformation (|1). Rather, these equa-

T orentz-Heaviside units.



tions were found to be invariant for another type of transformation, the Lorentz transformation

(t,: t_c%x
’U2
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where ¢ is the velocity of light in vacuum, which enters the Lorentz transformation as a universal
constant of nature. Interpreting this new transformation as the correct one linking the two
inertial frames, one now recognizes that time is relative to the frame of reference. In particular,
the concept of simultaneity looses its absolute character and it has a precise meaning only
within a specific reference frame.

It was Einstein who made it clear that the symmetry properties of electrodynamics were the
correct ones. The Lorentz transformation is recognized as the correct one that relates the two
reference frames of fig. [I The Galilean transformation emerges only as an approximation when
v < c. Then, Einstein concluded that it was necessary to change the newtonian mechanics to
a new relativistic mechanics to make it compatible with electrodynamics and with the correct
transformation laws linking the various inertial frames.

The key points on which relativistic mechanics stands are:

e the physical laws are identical in all inertial frames,

e the “speed of light” is the same in all inertial frames.

These two fundamental properties of special relativity have been and continue to be verified
experimentally with great precision. They can be used to rederive axiomatically the Lorentz
transformations and their properties. As we shall see, in relativity by “speed of light” one should
more generally understand it as the maximal speed of propagation possible, which numerically
equals to ¢ ~ 300000 Km/s.

2 Consequences of Lorentz transformations

As anticipated, the Lorentz transformation in eq. shows that time ¢ has no longer an absolute
meaning, but must be considered as a parameter relative to the chosen frame of reference, just
like the spatial coordinates #. The concept of simultaneity loses its absolute character, and
has a precise meaning only within a specific reference frame: forgetting this fact often leads
to paradoxes. As we shall see, a consequence of the Lorentz transformation is that the speed
of light is the same in the two inertial frames K and K’, and thus must be considered as a
fundamental constant of nature.

To study better the consequences of the Lorentz transformation, let us introduce the def-
initions of B (velocity measured in units of the speed of light) and v (the relativistic Lorentz

factor)
1 1
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that assume the values 0 < g < 1 and 1 < < o0, since ¢ is an upper limit for velocities.
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With these notations, the Lorentz transformation and its inverse read

t=~(t— %x) t=n~(t' + %:L‘/)

¥ =~(x — Pet) x =y(a' + pet’) (8)
v =y ’ y=1y

o =z z2=12

with the second one derivable form the first one by simple algebra, though symmetry considera-
tions indicates that it is obtained by swapping primed and unprimed coordinates and reversing
the velocity v — —v (8 — —f).

Immediate consequences of the Lorentz transformation are:
i) sum of velocities,
i1) length contraction,
i1i) time dilation.

i) Sum of velocities

Let us consider a particle with velocity V, along the x direction in frame K, see fig.

Figure 2:  Particle with velocity V, in frame K.

From the definition of velocity we find in systems K and K’

dx V- dx’

V;U:_? -
dt Tood

and from the Lorentz transformation in it follows that

dr’ = y(dz — vdt) , dt' = y(dt — %dm)
so that )
V,:d_x: ~(dx — vdt) _Va-v
Coodt y(dt - Zdx)  1-— % '
Thus,
V,—wv
Vgc/ = 1 v\gz . (9)

Note that if one set V, = ¢ then V] = ¢, the velocity of light is invariant under a Lorentz
transformation.



Figure 3: Particle with velocity V,, in frame K.

One can proceed in a similar way if the particle has a component of the velocity along the y
direction, as in fig. . By definition V, = % and V, = 9. and from the Lorentz transformation

at’
(8) it follows that

v
dy = dy , dt' = ~v(dt — gdx)
so that
Ay dy Vy Vy v?
dt’ y(dt — Fdz)  y(1-%2) 1-% c
and thus
V. V2

ii) Length contraction

Let us consider in the K’ system an object at rest of length Ly = 2, — 2} placed along the z
axis, as in figure[d This length is called proper length, as it is the length measured in the frame

Y y

Figure 4: An object of length Ly along the x' awis of the K' system.

where the object is at rest. In the system K the object is seen to move with velocity v along
the positive z axis, and to measure its length one must measure simultaneously the position of



its extremes, say at a fixed time ¢, and calculate the length L by
L= l’g(t) — Qfl(t)

(remember that simultaneity is a concept defined within a single frame of reference). Now one
can ask: how are L and Lg related? From the Lorentz transformation we obtain

,_ma(t) —vt () — ot _ xo(t) — x1(t) _

/
/1 — 22
C2

We have used the direct Lorentz transformation, the first one in (§8)), which makes it easy to
impose the requirement that the extremes of the object are measured simultaneously at time ¢
in frame K where the object is seen in motion. Therefore, the length seen in the frame where
the object is moving with velocity v results contracted

L=~"Lg|. (11)

Indeed, since v < ¢, one has v > 1 and thus L < L.
iii) Time dilation
Let us now consider two events £} and E} in the K’ system that occur at the same spatial

point, for example £ = (¢],0,0,0) and Ef = (t5,0,0,0), as depicted in fig.

Y Y

Figure 5: Time dilation.

These two events are separated by a time interval Ty = t;, —t. Now this lapse of time measured
in frame K is given by

T =ty —ty =ty — 7ty =(ty — t)) =T

where we have used the inverse Lorentz transformations, the second one in (8)), where it is
easy to impose the condition that the time interval is associated to events that have the same
spatial coordinates in the K’ system, which we took as the origin (for example one may imagine
a particle at rest in the spatial origin of K’ that decays in a certain interval of time). Therefore
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Since T' > Tj, one calls this phenomenon “time dilation”. The time that flows in the frame
at rest with the object is said proper time. It is the shortest possible time measured for the
observed phenomenon, since in all other frames this time is necessarily dilated.

To exemplify these phenomena, let us consider the decay of a relativistic particle produced
by the cosmic rays in the upper atmosphere. In particular, consider a muon, a particle whose
decay time is of the order of 7 ~ 107% s (the time of decay is defined as the average time
taken by the particle to decay in its rest frame). Suppose the muon was produced in the upper
atmosphere (say at about 20 Km from the soil) with a very high speed so that v = 103. One
could ask whether this muon has the possibility of reaching the surface of the earth, if moving
downward. First of all, one can immediately realize that this muon travels essentially at the
speed of light. This is seen calculating

1
B=4/1-—=vVI-10F0~1.
gl

An observer at rest on the earth must take into account the time dilation, hence the decay time
of the muon is seen dilated. Thus, before decaying the particle is seen to travel for a distance

L =v1y ~ ety ~ 300 Km (13)

sufficient to reach the earth (one can estimate the thickness of the atmosphere to about 10-20
Km, where the troposphere ends). Forgetting the factor for time dilation would give a distance
of about 300 m, insufficient to reach the earth.

On the other hand, an observer at rest with the muon does not experience the effect of time
dilation, but sees the earth approaching with a speed close to that of light, and observes the
thickness of the atmosphere contract by a factor of v~!. Thus, this second observer shares the
same conclusion of the first one, the muon will reach the surface of the earth.

Exercizes

It is always good to try to solve some exercises. A few ones are found here
https://phas.ubc.ca/~mcmillan/rqpdfs/1_relativity.pdf any other source is fine as well.
This link with animations may also be useful
https://physics.nyu.edu/~ts2/Animation/special_relativity.html

An example of a paradox that arises by abusing the concepy of simultaneity of events is the
ladder paradox, described here https://en.wikipedia.org/wiki/Ladder_paradox

See also a nice animation here about the relativity of simultaneity https://en.wikipedia.
org/wiki/Relativity_of_simultaneity

3 Minkowski spacetime

Let us verify again that the Lorentz transformation guarantees that the speed of light is iden-
tical in inertial frames.

Exercise: A flash of light emitted at time t = 0 at point © = y = z = 0 of system K describes a
spherical wave front with coordinates (t,x,y, z) related by

At i+ 22 =0

Using the Lorentz transformation, verify that in the system K' the wave front remains spherical and
described by the equation
R 4?1y 422 = 0
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with the same constant c¢. Thus, light travels at the same speed ¢ in both reference frames.
The exercise suggets that “ct” may be used as a coordinate with the dimensions of length
to represent time
(ct,z,y,2,) = (2% 2", 2% 2°) = (2, ) = 2*
where u = (0, 1,2, 3). Note that the upper index is not a power, but indicates which coordinates
one considers. The four coordinates x* are the coordinates of the relativistic spacetime, called
Minkowski space, and x* is called position four-vector as it indicates the position of a point in
spacetime. Points in spacetime are also called “events”: an event is described by the space-time
coordinates of something that happens at time ¢ = 2°/c and at the spatial point 7.
The previous exercise also shows that the quantity
sf= At a2ty 4 2P
is invariant under the Lorentz transformation. The exercise asked to prove it for s> = 0, but
the proof is identical also for s? # 0.

The quantity s? is a scalar: it means that it is invariant under a Lorentz transformation and
therefore it can be calculated at will using the coordinates x* or the coordinates z'* (just like
the modulus square of a usual vector, which can be calculated with the pythagorean theorem
using the components of the vector along a set of cartesian axes or with the components in
rotated cartesian axes). The quantity s? is interpretable as the squared invariant distance of the
event with coordinates z* from the origin of the reference system of spacetime (with coordinates
zfy = (0,0,0,0)). In general, given two events with coordinates z* and y*, the square of the
invariant distance is given by

82 — _($0 _ y0)2 + (.Tl _ y1>2 + (x2 _ y2>2 + (1;3 _ y3)2 )
The choice of the origin of the reference system is in general arbitrary, and has no particular
significance (this is formalized by saying that spacetime is an affine space rather than a vector
space).
For events connected by the propagation of light one finds that s> = 0, as seen in the
previous exercise. More generally, one has the following classification

s> <0 (timelike distances)

s> =0 (lightlike distances)

s> >0 (spacelike distances).
This classification is useful because it does not depend on the choice of the inertial frame: it is
an invariant classification (see fig. 6). Here is another graphic representation of space time
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sA2<0 distanza tipo tempo

cono di luce

/ $A2=0 distanza tipo luce

X
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Figure 6:  Minkowski space: the coordinates (ct,x) are shown, while the coordinates y and z are
neglected. The lightcone with respect to the origin (0,0) is indicated: the upper part inside the lightcone
describes the absolute future of the origin, the lower part describes its absolute past. Timelike, lightlike,
and spacelike distances are also shown.

Let us analyze again the concept of proper time, and recognized it as a relativistic invariant.
For any object, its proper time 7 is the time that flows in its rest frame. An infinitesimal lapse
of proper time dr for an object at rest in the K’ reference system is therefore given by

2 d2 d2 d2 d2
dT:dt’:fyldt:dt\/l—%:\/dﬁ— T Ay ez :\/—i2 (14)

c? c

where in the last step we used the definition of the squared minkowskian length, which is
negative for timelike distances. This length is Lorentz invariant, and therefore its value is
calculable in any reference system. From it follows that proper time is a relativistic
invariant.

A particle in motion describes a line in spacetime, called worldline. At any point the worldline
must be contained inside the lightcone of that point, since the speed of light can never be
exceeded. The proper time measures (invariantly) the length of the worldline of the particle,
as dr = %\/—dsz. Here is a picture




4 Lorentz transformations and tensor formalism

We rewrite the Lorentz transformation as

ct v =By 0 0 ct
2 | | =By v 00 x
y | 0 0 10 y (15)
2! 0 0 01 z
where
5 v 1 1
=, Y= =
c V1— 32 /1 . Z_;

with 0 < 8 < 1and 1 <7 < oo (see a plot of v in fig. [7).
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Figure 7:  Lorentz factor vy as a function of speed B. Notice that for small speeds (say f < 0.1) v is
approzimately 1.

It can be written more compactly using various notations

' = Ax (16)
3
B =AM (17)
v=0
't = A, ¥ (18)

where A is the matrix of the Lorentz transformation in and A*, denotes its matrix elements

A3y A3 A3y A3

A= = A", .

In the matrix elements A, the first index is the row index and is conventionally placed at the
top, the second index is the column index and is conventionally placed at the bottom. Specifying
the precise position of an index is important, as it carries information which otherwise is lost and
formulas may become ambiguous. The matrix notation is handy if one deals with vectors
and matrices only, in which case the usual algebraic product between matrices and vectors is

10



used (the row-by-column multiplication). In the Einstein’s summation convention is used:
indices repeated twice are automatically summed over all their possible values. Explicitly

A‘uy%ll = A“Oxo + A“lxl + A'ugl’2 + A'ugl'g

which gives four different equations (obtained by setting p = 0,1,2,3). Here the index p is
the free index, while the two indices v are summed over. In Einstein’s convention one index
must be up and the other one down (this is going to be useful since it guarantees a manifest
invariance from a group theory point of view, as we shall see). Since the index is summed
over, one may rename it to a different letter, so that A*, z¥ = A¥ 2” = 27 A¥, are all equalities
(numbers commute). The renaming is useful, as in a single expression one does not want to
see more then two identical indices (A*, 2" is fine, while A*,2* is ambiguous and should not be
used). Again a word of caution: one should not confuse upper indices with a power: bearing
this in mind will help resolving notational ambiguities.

The square of the minkowskian distance s?, which we have recognized to be a Lorentz
invariant, can be written also as follows

-1 0 0 0 ct
0 100 x
2 2,2 2 2 2 _
S==+7+yi+ 2= (t, x, y, 2) 0 010 y
0 0 01 z (19)
3 3
— ITT],T = Z qun“l/xlj — Z‘#’I’]#VZ‘V — nul/x:u‘xy
pn=0 v=0
where 7, is the Minkowski metric, i.e. the matrix n with components 7,
Moo 7To1 o2 To3 -1 0 0 0
n= Mo 71 2 s | _| 0 100
20 M1 T22 723 0 010
N30 7M31 M32 733 0 0 0 1
The metric allows us to evaluate the squared modulus of a four-vector. Thus, ny = —1,
M1 = Mo = N33 = 1, while 5, = 0 if p # v. The squared modulus of a four-vector in

Minkowski space generalizes that of a vector in euclidean space. The row and column indices of
the metric are defined to be lower indices, by convention. Note that the matrix n is symmetric,
so one can swap rows and columns leaving the matrix unchanged (n” = n), i.e. 1 = Ny,

Now we are in a position to define the set of all Lorentz transformations. By definition, they
are given by those transformations that leave the minkowskian distance invariant. In matrix
notation

s?=aTnx (squared modulus of a four-vector)
¥=Ax (arbitrary Lorentz transformation)
so that
s? =" = vine =a"na =2"ATpAx = AT'nA=n

where the last equation follows since x is an arbitrary four-vector. Therefore all possible Lorentz
transformations are those defined by matrices A satisfying

A =1 (20)
with 7 the Minkowski metric. In tensor notation this relation is written as
nuyAMaAVB = 77&/3 . (21)

11



It can be rederived by computing in this notation
s* = Mz = 1, (A @) (A 527) = 10 A oA 522" = nosa®a”
and the last step implies .

Exercise: Check that the matriz in satisfies the relation .
The set of Lorentz transformations form a group, the Lorentz group, often denoted by
O(3,1) = {real 4 x 4 matrices A | ATnA = n} . (22)

The fundamental property that characterizes the Lorentz group can be used to deduce
that the Lorentz group (prove that the above set of matrices satisfies the axioms of a group) is
a Lie group parameterized by 6 variables: 3 angles defining the rotation of the spatial cartesian
axes plus the 3 components of the relative velocity ¢ between the two inertial frames. There
are also discrete transformations, spatial inversion (parity) and time inversion, which will be
discussed later.

Technical note and comparison with the rotation group

We are going to use matrices, so let us review some of their properties. For square matrices
one can define a product and several other operations. Let us review this using 2 x 2 matrices,
the extension to higher dimensions being obvious. At first we do not make a distinction between
upper and lower indices, and just use lower indices

AH A12
A= ) 23
(Agl AQQ) ( )

C=AB

is defined as usual by the row-by-column multiplication rule

C = <Oll C’12) _ <A11 A12> <B11 B12> _ (AHBH +A12-B21 AllBl2 +A12B22)

The product of two such matrices

Co1 Oy Ay Az ) \ B2 By A9 Bi1 + Az Bor Ag Bia + A By
most simply written as
2
Cij = Z Ai By
k=1

or in Einstein convention as C;; = A;;By;. For such matrices one can define the transposed
matrix by exchanging rows and columns. The transpose of the matrix is then

AT — (A Al _ (An An
A AJ, A A

ie.
Ag; =Aj .
For products of matrices one finds that
(AB)T = BT AT
(AB)'=pBtA™! (24)

det AB = det Adet B

12



where we recall that the inverse of a matrix exists only if its determinant in nonvanishing. To
familiarize with these notations let us observe the way one writes the following product

A= BTC — Aij = BEI;C]@] = Bkzck] .

Square matrices define linear operators on vector spaces. Denote a vector ¥ € R? by

— €1
r=x = .
o)

It is transformed to a new vector &' = 2’ by the matrix A

/
Yo Ar e (i) _ (ﬁ; j) (i) Ay, (25)

where in the last expression we have used again the Einstein convention.

Rotations in euclidean space

A rotation is performed by an orthogonal matrix R = (gfj g _Czisnf)

zy\  [cos¢p —sing\ [y
xh) \sing cos¢ Ty

see fig. . The orthogonality condition is R R = 1 or equivalently RT = R~L.

y'

Figure 8: Rotation in the euclidean plane.
Orthogonal 2 x 2 matrices R define the orthogonal group
O(2) = {real 2 x 2 matrices R| R" R = 1}
which is the group of symmetries that leaves invariant the squared modulus of a vector
2

=7 T=a"r=(11)+ (12)*. (26)

13



To verify it, let us impose invariance under an arbitrary transformation 2’ = Rx
§? =272 = (Re)"Rr = 2" R"Rov = 270 = §*
which is true for any x if and only if R is orthogonal
R'TR=1. (27)

The O(2) group contains also discrete transformations that reverse the direction of one axis (in
two dimensions reversing both axes is equivalent to a rotation). The basic parity transformation
that reverses the first axis is generated by the orthogonal matrix

= 1)

which has det P = —1. Parity transformations can be eliminated by requiring that the deter-
minant of R be one. From the defining property of orthogonality, one computes

det RFR=detl=1 — (detR)*=1 — detR==1

so that one may define the true rotation group of the euclidean plane by restricting the deter-
minant of the orthogonal matrices to be 1

SO(2) = {real 2 x 2 matrices R|R"R =1 ,det R =1} .

This group is called the special orthogonal group in 2 dimensions. One may verify indeed that
it is a group. It is the subgroup of O(2) that excludes the parity transformation.

This discussion extends easily to arbitrary dimensions. The rotation group in three euclidean
dimensions in SO(3), a non-abelian Lie group depending continuously on three angles. More
generally the rotation group in N euclidean dimensions is SO(NN), a Lie group depending on
$N(N—1) angles, which is non-abelian for N > 3 (this is seen noticing that SO(3) is non-abelian
and is a subgroup of SO(N) for N > 3).

On top of vectors, simple geometrical objects are the so-called tensors, defined by their
simple transformation rules under rotations. A vector of RV is described by its components z;
that for any matrix R € SO(N) transforms as

R
Z; — 33'; = Rijfl?j .

A tensor of rank 2 is an object with components T;; (there are N? independent components)
that under the rotation transforms as

where each index is rotated by the matrix R. Similarly, a tensor of rank p is described by
components T3, ., transforming as

1---lp 11...1p

T

ip]p ]ln-jp ‘

T;

Before closing the discussion about rotations in euclidean space, let us rewrite the definition
of the squared modulus of a vector by pointing out the presence of the euclidean metric 1
with components the Kronecker delta d;;

P =gle=2"12= 20555 = 0455 - (28)
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Similarly, the orthogonality condition (27]) can be written equivalently as
RT1IR=1 (29)
This rewriting shows the similarity between the rotation group of euclidean space and the

Lorentz group of Minkowski space.

Lorentz transformations of Minkowski space

The Lorentz transformations are by definition those that leave invariant the modulus squared
of a four-vector z*, defined with the Minkowski metric 7,
§? = Nuatx” .
The matrices A of Lorentz transformations must obey
ATnA =7 ie. NN o N3 = Nap .

The similarity with the rotation group of euclidean space is evident: the metric 1 is substituted
by the Minkowski metric n. Lorentz transformations generalize to Minkowski space the rotations
in euclidean space, and can be viewed as a rotation by an imaginary angle i¢, as in fig. [0

Figure 9:  Lorentz transformation as a rotation by an imaginary angle i¢.

To see that, let us rewrite the nontrivial part of the standard Lorentz transformation as

(2)=(5 7))
@)\ =B v @
v —pBy\ [ cosh¢ —sinh¢\ [ cosi¢p isini¢
—By v ) \—sinh¢ cosh¢ ) \isinigp cosip

where
2 )
cosh? ¢ — sinh? ¢ = 1 — V-t =1.

v =cosh¢ =



Notice that ¢ is an additive variable for the compositions of boosts in the same direction,
P12 = ¢1 + ¢o, while the velocity v is not. The variable ¢ is often called rapidity.

Returning to the tensor notation, notice that the vertical position of indices is now impor-
tant: indices are defined to be up on four-vectors like z# (contravariant vectors). The Einstein
convention then fixes their position on the Lorentz matrices A#, and on the Minkowski metric
N - Notice also that the product A;Ay of two Lorentz transformations A; and A is written in
components as

(A1A2)¥, = (A1)",(A2)”

Then, it is useful to define a four-vector with a lower index (covariant vector) using the
Minkowski metric as

J— v
Ty = N

so that the squared modulus of a four-vector x* is more simply written as
s* = x,a" (30)

with the Minkowski metric absorbed into the definition of the covariant vector z,. One way of
interpreting the invariance of is to notice that the transformation property of a covariant
vector is compensated by the transformation property of a covariant vector, so that they form
a scalar product.

Denoting the components of the inverse Minkowski metric by

=) — =1 = g =0
one reobtains the contravariant vector x* from the covariant one by
t=n"zx, .

Simply said, the metric allows to lower and raise indices.
These definitions are self-consistent: as an example one may verify that

o =, = 0" (naat) = (P )t = et = a2t

In general, scalars, four-vectors and four-tensors (or simply vectors and tensors) are defined
as quantities that transform in a very precise way under Lorentz transformations

s'=s (scalar)
't = A, Y vector
F'™ = AF N g P tensor of rank 2 (31)

TP = AF A g AP, T*P7 tensor of rank 3

As a last observation, we point out that with our conventions on raising and lowering indices
with the metric we may write the Lorentz transformation of a covariant 4-vector p, as

p‘/u _ A“pr with AHIJ = nuaAaﬁnBV _ (AT,—I)“V (32)

(indeed from ATnA = n one finds ATnAn~' = 1), so that p,z” is a scalar.
Examples:
i) a scalar is the Minkowskian distance s

i1) a vector is the position four-vector x* or, as we shall see, the four-momentum p*

2
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i1i) a two-index tensor is the electromagnetic field tensor F*¥, an antisymmetric tensor with

six independent components (F* = —F"*), written (in Gaussian or Heaviside-Lorentz units)
as
0 b, By, Ej 0 E, E, E,
-k 0 Bs —DB, K 0 B, -B
v _ x z Y
=1 _g B, 0o B || -E B 0o B | (33)
~E; By, -B, 0 ~E. B, -B, 0

Let us work out in more detail the transformation properties of the electromagnetic field.
Assuming F'*¥ to be a tensor under the Lorentz group, one knows that it transforms as

P = AP AN g FOP (34)
Let us first prove that if F'*” is antisymmetric, also F'*” remains antisymmetric
F = AP AN g P

= N N g (—FP)
= AN FP* = —F'

The two index tensor F'* can be viewed also as a matrix, and using matrices this property
reads

F' = AFAT
and if FT = —F then also

FT = (AFAT)YT = AFTAT = A(-F)A" = —AFAT = —F'.

Let us now examine the transformation rules of the electromagnetic field under the usual
Lorentz transformation determined by

v =By 00 Ao = A=y
AH — By v 00 ie Aty =A% =—pBy
"1 o 0 10 “ A2 = A3y =1
0 0 01

other components vanish.
Evaluating the various components in one finds

E, = F" = A0 A PP = AO (A0 + AY P
— A01A10F10 4 AOUAllFOl — (AooAl1 _ AolAlo)Fm
= (V" = B E;
=F,
E, = F% = N\ F* = A A% F? = A% F™?
— AOOFOQ 4 A01F12 — P)/Ey _ /BPYBZ
=(E, — BB:)
E, = F% = A A5 F* = NG\ % = A0 P
= NG F® 4+ AW PP =B, — (- B,)
=(E: + 8By)
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and similarly
B/ — F/23 — AzaAgﬁFaﬁ — A22A33F23 — F23 — Bz

By = F* = NP AP0 = NN PP = AP
= ANoF + ALY = —By(—E,) + vB,
= 'V(By + 5Ez)
B, =F" = N AN F = A (A% F? = A F* =
— AL FO2 4 AL P12 — —BYE, + B,
= V(Bz - BEy)
which are summarized as follows
E =FE, B =B,
Eg/, =(Ey — BB.) Bg; =(By + BE;)
E, =~(E.+BB))  B.=v(B.-fE,).

Now, let us apply the concept of lowering indices on tensors and calculate

FMV = nuanVﬁFaB .
Since 19p = —1 and 117 = 199 = 133 = 1, with other components vanishing, we find
Foi=—F", F,=FY

i.e. in F),, the electric field has changed sign with respect to F'** while the magnetic B did not

0 —-E, —E, —E.
E, 0 B. —-B,
w=| E, -B. 0 B,

E. B, -B, 0

(35)

It is now easy to evaluate the scalar
F"F,, =2(B* - E?)

The correct contraction of indices insures that its value is invariant under Lorentz transforma-
tions. This scalar is proportional to the lagrangian density of the electromagnetic field.

4.1 Summary

Let us recapitulate some properties of the tensor formalism we have been developing so far.

A way of interpreting the invariance generated by the “contraction” of indices (the sum of
two indices in Einstein convention), as in s* = z*x,,, is to say that the transformation of the
contravariant four-vector z* is compensated by the transformation of the covariant four-vector
x,, hence the “contraction” of the indices in a#z, produces a scalar. Similarly, F'**A,B, is a
scalar, F*” B, is a contravariant four-vector, etc., if the original quantities transform tensorially
as indicated by their indices.

In general, the positions of indices on tensors indicate the properties of transformation under
Lorentz transformations, and contracted indices can be ignored as they behave like a scalar.

Taking into account the metric that lowers and raises indices, and applying this also to the
matrices of the Lorentz transformations, we can write the Lorentz transformation of a covariant
vector in the form

x; _ A;,LVxI/ with AMV _ nuaAa,Bnﬁy _ (AT,—].)MV (36)
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where in the first equality on the right the first index is lowered and the second one is raised,
while the second equality follows from the defining property AT”nA = n (which one can rewrite
as ATnAn~ =1, so that nAn~' = AT"!). We can check again the invariance of x,a*

Tt = o = AT g’ = AN g ga”
= (nAn_l)uaAuﬁxax/B = (ATy_l)uaAMﬁxaxﬂ
= (A’l)o‘uA“gxax'B = (A'A) 5242

B

= 0"3202" = 202" = z2" .

Tensorial equations are those which equate tensors of the same rank, and therefore objects
with identical transformation properties. Often, a tensor is equated to the zero tensor, the
tensor that vanishes in all reference frames.

5 Proper orthochronous Lorentz group, Poincaré group

So far, we have considered the Lorentz group O(3, 1), defined in eq. , which generalizes the
orthogonal group O(3) to a spacetime with three spacelike directions and a timelike one, see
the following picture for a comparison.

These are Lie groups, i.e. groups that depend continuously on some parameters. For the
Lorentz group these parameters are the three components of the relative velocity v between
the two inertial frames, and three angles 6 which describe a possible rotation of the spatial
axes (e.g. the Euler angles). It is therefore a six-parameter Lie group. When these parameters
vanish we have the identity transformation. Then, by continuously varying these parameters
one can reach all the Lorentz matrices continuously connected to identity. We can indicate these
matrices with A(7,6). They have determinant det A(7,6) = 1 and component A%(#,6) > 1. In
general, one may deduce that

det(ATn A) = det(n) — det(A) = +1.

Furthermore, evaluating the 00 component of one finds

3
NN oA o = Moo - —(A%)* + 2:(/\1'0)2 =-1

i=1
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1.e.
3

(A00)2 =1+ Z(AZQ)Q >1 — AOO >1 or AOQ <-1.
i=1

Since the identity transformation has unit determinant and A% = 1, by continuity the trans-
formations of the part continuosly connected to the identity must have det A(7, 5) = 1 and
AOQ > 1.

These matrices form a subgroup, called the proper orthochronous Lorentz group, and denoted
by SO*(3,1). Relativistic invariance usually means only invariance under this subgroup.

There are discrete transformations, spatial inversion (or parity) and temporal inversion,
which are not connected to identity, but belong to the full Lorentz group O(3,1).

The spatial inversion (denoted by P) is defined by

1 0 0 0
0 -1 0 0

W pH meo—

wE=PLET Ph=g g S g
00 0 -1

and changes the orientation of the spatial axes. It belongs to the Lorentz group (PTnP = )
and has det P = —1.
Similarly, the time inversion (denoted by T') is defined by

~100 0
0 100

W v [

=T, T 0 010
0 00 1

changes the direction of the timelike axis, belongs to the Lorentz group (T7nT = 1) and has
detT = —1.

By composing the matrices of the proper and orthochronous Lorentz group SO*(3,1) with
the discrete transformations P and 1" one obtain the elements of the disconnected parts of the
entire Lorentz group O(3,1), which in total has four disconnected components.

In addition to the possibility of changing the reference system with Lorentz transformations
it is possible to make a different choice of the origin. This corresponds to the possibility of
operating 3 translations in space and 1 translation in time. Adding these transformations to the
Lorentz group one obtains the Poincaré group, a Lie group with ten parameters, that transform
the coordinates of spacetime the following way

o = ALY 4 ot

The ten parameters correspond to the 4 parameters a* which define a space-time translation
plus the 6 Lorentz group parameters contained in a generic A*,. It is sometimes called the inho-
mogeneous Lorentz group and indicated by ISO*(3,1). It can be proved (Noether’s theorem)
that the invariance under spacetime translations is related to the conservation of energy and
momentum. Similarly, the invariance under Lorentz transformations implies the conservation
of other 6 quantities (which include the 3 components of angular momentum).

6 Relativistic mechanics

Let us now introduce notions of relativistic mechanics.
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6.1 Relativistic definition of energy and momentum: the four-momentum

We have already introduced the concept of proper time. The infinitesimal proper time of an
object in motion with velocity ¢ in an arbitrary inertial frame can be written as

v2 1
dr =dt 1-;22\/—d[£#d$“. (37)
It is a relativistic invariant (a scalar), as evident once written in the last form. We use it to
introduce the concept of four-momentum of massive particles.

6.1.1 Massive particles

A particle in motion describes a trajectory in spacetime, the worldline, see fig. [10} The worldline

Figure 10: Worldline of a massive particle, contained inside the lightcone of any of its points.

can be parameterized in various ways, for example using the time ¢ which labels the position
of the particle at that time Z(t). Another way is to use the proper time 7, which has the
advantage of being a scalar, so to indicate by z#(7) the worldline of the particle: for each value
of the proper time 7 of the particle, the functions x#(7) tells us the position of the particle in
spacetime by giving the position Z(7) at time z°(7).

So let us consider a massive particle with worldline x#(7) parameterized by the proper time.
The four-velocity is by definition the following four-vector

W7 = da:;T(T) _ (cd;iT)’ d:lzl(:)) _ (\/ C_Z_j’ \/16_ Z_;) = (ye,70) (38)

where we used equation (37)). This is a four-vector since dr is a scalar and dx* a four-vector,
so that transforms as u* = A*,u”. Its square is given by

w'u, = —(u)? + i = —c? (39)

which shows that it is a timelike 4-vector. Since we know that w*u,, is a Lorentz invariant, we
could have calculated it in the particle rest frame, where u* = (c,0), see , and it follows
immediately that utu, = —c*.

The four-momentum of the particle is defined by

P = mu” (40)
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where m is the mass of the particle. This mass is by definition a scalar quantity assigned to
the particle. Sometimes it is called invariant mass, rest mass, or proper mass to differentiate it
from other (often useless) definitions. Therefore, p# is also a four-vector, and under a Lorentz
transformation it transforms as

p/u — Auypu .
The square of p* is easily computable

2 2.2

p'py = m utu, = —m*c (41)
If no force acts on the particle, the four-velocity and the four-momentum are constant four-
vectors. To get a bit more familiar with these relativistic definitions, let us show how the
usual non-relativistic definitions of energy and momentum of a free particle get generalized in

relativistic mechanics

o mdﬂﬁd“_;ﬂ _ (mcdiz(:)’mdfz(:)) _ <¢1m—c - \/inj_) _ <§p> — 0. (42)

We have identified p° with the energy E (divided by c¢ for dimensional reasons), while the
spatial components p of the four-vector are identified with the relativistic definition of linear
momentum. We justify these identifications by looking at the non-relativistic limit v < ¢ .

Energy E: from one finds

mc?

E=——. (43)

For v = 0 we see that special relativity assigns in a natural way a rest energy proportional to
the mass E = mc?. For v < ¢ we can expandﬂ in ¢, which is a small number compared to 1,

2 *% 1 2 1
2 v 2 v 2 2
E =mc (l—g) = mc (1+§§+...)—mc +§mv + ... (44)
This shows that the non-relativistic definition of kinetic energy is reproduced at velocities which
are much smaller compared to that of light. An appropriate definition of kinetic energy T in

the relativistic case is
T=FE—mc. (45)

Linear momentum p: from (42) we see that the linear momentum for v < ¢ becomes

—

f=—m 5 F=mi. (46)

2
v
1-=

Note that massive particles cannot reach the speed of light, otherwise they would acquire infinite
energy and momentum. The velocity v = ¢ is a limit velocity, theoretically unattainable for
massive particles, since no physical phenomenon can deliver infinite energy to a particle.

2Recall the following Taylor expansion valid for z < 1

1
(1+x)"‘:1+ax—|—§a(a—1)a:2—|—-~-
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These relativistic definitions can be justified more rigorously starting from an action prin-
ciple that takes care of special relativity. The correct action for a free particle is proportional
to the integral of the proper time of the particle, so that relativistic invariance is guaranteed

-7

- 2
S[Z(t)] = —mc /dt 1- 2 (47)
where of course 7 = ‘fl—f = ¥ is the speed of the particle. The proportionality constant (—mc?) is
chosen to obtain the correct non-relativistic limit of the lagrangian L = —mc?y/1 — Z—i, which
for small velocities becomes Lyg = m2”2 — mec? 4 ---. Since the lagrangian L does not depend
on the position Z, but only on the velocity v = 7, the conjugate momentum
,_ 0L mT
p= ot M (48)
x _ e
C2

is conserved, as a consequence of the Euler-Lagrange equations % = 0. Also the Hamiltonian

m02

V2
T2
which coincides with the energy of the particle is conserved. This derivation does not highlight
the fact that energy and momentum are the components of a four-vector, but we have already
verified that to be the case. An action principle that will keep this property manifest will be
discussed later on.
If external forces are present, in a relativistic theory the equations of motion can be written

in the form i
P "
fd 5
Ty (50)

where f# is called four-force, the relativistic generalization of the concept of force, that trans-
forms as a four-vector. To interpret its components, let us evaluate

_dp*  dtdp*  dpt

K = — = [
= ~aa "Ta
and realize that
o_df 14D _ydE
dr c dr c dt
is proportional to the power W = % (energy variation in unit of time) so that
— W —
=) = (w;vF) (51)

where F = z—f is the usual definition of force. An example of a relativistic equation is that of a
charged particle of mass m and charge e subjected to the Lorentz force due to an electromagnetic
field F*(x), which takes the form

dpt e dx,
— = -F"(x)— 2
()% (52)

dr ¢
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which indeed equates tensors of the same type. The right hand side is the expression of the
Lorentz four-force.
Thus, free massive particles of mass m have a four-momentum p* which satisfies

P'p, = —m22 E? = 72 4+ m2!

from which we can find the energy as a function of momentum

E =\/§%c + m2ct. (53)

6.2 Massless particles

We have seen that massive particles cannot reach the speed of light exactly. However, particles
may travel at the speed of light provided they have zero mass. This interpretation is consistent
with special relativity. Special relativity predicts that particles that travel at the speed of light
must always travel at that speed, which is necessarily the same in all inertial frames. This
property also tells that there is no frame at rest with a massless particle, and thus there is no
concept of proper time for them. In fact from we see that the presumed proper time would
vanish, and thus cannot flow and used to parameterize the worldline of massless particles. The
worldline line of massless particles is lightlike and must necessarily lie on a lightcone.
Nevertheless, one can assign a four-momentum to massless particles. In such a case the
relativistic invariant p#p,, vanishes and can be used to derive a relationship between energy and

momentum )

Ppu=0 = ——+pp=0 = E=c. (54)

This formula is approximately valid also for particles traveling at speeds which are very close
to that of light, and which consequently have energies much greater than their mass, £ > mc?
(ultra-relativistic particles). Note that the concept of ultra-relativistic particle depends on the
chosen reference system. Let us try to verify this statement. We have seen that for a particle

of mass m
P = <—,ﬁ> - (’ymc, vmﬁ)
so that .
5 L, FEv
p=ymi=—
c
In the limit v — ¢
R FE
Pl =—
c

which reproduces eq. of massless particles.
We conclude this section by recalling that it has never been possible to interpret consistently
“tachyons” (hypothetical particles that travel at speeds greater than c).

6.3 The conservation of four-momentum

The previous definition of four-momentum is appropriate as it is this quantity that satisfies
precise conservation laws. In fact, one can prove that:

The total four-momentum is conserved in relativistic interactions which are invariant under
translations in space and time (all fundamental interactions have this property)

PN

PM total, final * (55>

total, initial =
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This corresponds to four conservation laws (the four possible values of the index p in : the
conservation of energy and the conservation of the three components of the linear momentum.
This is an application of the famous Noether’s theorem, that relates conserved charges to the
Lie symmetries of a dynamical system, but we will not present here the proof.

Let us consider an application: the process of a particle of mass M at rest, which decays
into two particles of mass m; and mo. We use the conservation of the total four-momentum to
calculate the energies of the final particles. The four-momentum of the initial particle is given
by

p* = (Me,0)

while we indicate with
p’f = (El/&ﬁl) ) p’{ = (E2/0,172)
the four-momentum of the final particles. The conservation law reads
Pr=p b
which reduces to
MC2 = El + E2
pL+p2=0.

First notice that since E; > myc? and Ey > moc?, necessarily M > my + ms for the process to
take place. To continue, consider the second equation which implies

L9 o9 2 2 4 2 2 4
D17 = D2 — E} —mic" = E5 —msc

and combined with the first equation (the conservation of energy) gives

5 :M2+m%—mgc2 5 :M2—|—mg—mfc2
! oM ’ 2 oM '

Note that the final particles are monoenergetic.

The § decay of a neutron is instead a three-body decay: n — p + e~ + v.. Originally, the
neutrino was not known to exist, but since the final electron did not show a monoenergetic
spectrum, Pauli in 1930 assumed conservation of energy and hypothesized the existence of a
third particle produced in the decay, the neutrino, discovered experimentally in 1956.

To investigate decay processes, it is convenient to define the concept of invariant mass: in

processes with many particles emerging in the final state, the invariant mass of N such particles
is defined by

1 N
2 /= po_ o
M—CVP%W p ;fz (56)

where p! with ¢ = 1,..., N is the four-momentum of each of the N particles. It corresponds
to the mass of a hypotetical particle produced in the collision, that later decays into the N
particles. The case with N = 2 is the one used the most.

To describe scattering of two into two particles, as in figure [I1], the use of the Mandelstam
variables is useful

s=—(p1+p2)*
t=—(p2 — p3)’ (57)
U= —(p1 - p3)2
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Pl P4

Figure 11: Scattering process. The Mandelstam variables s and t are indicated.

where on the right side we used the minkowskian square, and p,, is the four-momentum of the
n-th particle with mass m,,, oriented as in figure
These Mandelstam variables are not independent, but satisfy (setting ¢ = 1 for simplicity)

s+t+u=mi+m;+ms+m; (58)

where (p;)? = —m?, etc. To prove this relationship it is necessary to use the conservation of
the total four-momentum, which in the present case takes the form

P+ Py =k + (59)

If further particles are produced in the collision, the variables ¢ and u lose their immediate
meaning, while the variable s continues to be useful: /s corresponds to the total energy
present in the “center of mass” frame, which is available for the creation of new particles.

By definition the “center of mass” (CM) frame is the one in which the total spatial mo-
mentum is zero. Another useful reference frame is the “laboratory frame” (LAB), in which one
particle is at rest (target) while the other one has a non-zero momentum (projectile). The use of
relativistic invariants is often convenient for studying scattering processes. This is exemplified
by the following exercise

Exercise: Calculate the minimum kinetic energy (threshold energy) that a proton must have to
interact with another proton at rest and generate in addition a proton-antiproton pair

p+tp — ptp+tp+p.

To solve the exercise, consider first the CM frame. The minimum energy that can trigger
the creation of the proton-antiproton pair is the one for which all final particles are at rest in
the CM frame, so that the final total four-momentum is P;" = (4m,, 0) with modulus square
P}Q = —16m;. In the LAB frame the initial total four-momentum is P/ = (my, 0)+ (E,p) =
(m, + E,p), and P? = —me) — 2m,E. Using the conservation of the total four-momentum,
and the relativistic invariance of its square, one can equate P}Q = P?, so that F = Tm,,. The

corresponding kinetic energy of the moving proton (projectile) is therefore T = E — m, =
6m, ~ 5.6 GeV.

7 Maxwell’s equations

Let us now use the tensor formalism to write the Maxwell equations in tensorial form and show
their Lorentz invariance (or more properly Lorentz covariance).
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As a preparation, we first comment on the derivative operator

0
0,=—. 60
H Ot ( )
Since the spacetime coordinates z# behave as a contravariant four-vector (z'* = A*,z"), the
derivative operator behaves like a covariant 4-vector that transforms as

0 =AY 0 i.e. d,=1M7,"0, (61)

ox't o oav

remembering that A,” = (A"1),”, as in eq. (30)), so that

dpat = 8Lx’“ =4

is indeed a scalar. More generally,
Oux” =4,

the Kronecker delta, which is recognized here to be an invariant tensor (a tensor that under
the transformation laws, as dictated by its index structure, remains the same). To practice, let
us calculate the derivative of the invariant s?
0s? 9,
2 _ A A A

s = Boi %(nw\x”x ) = a0, x” + nuax’o, = 27, (62)
which equates tensors of the same rank (i.e. with the same index structure). Tensorial equa-
tions are those which equate tensors of the same rank, and therefore objects with identical
transformation properties. They take the same form in all inertial frames, and very often con-
tain the zero tensor on the right side (as in (64)). Finally, notice that from z = A*,2" we

find "
ox VS
oxv
We are now ready to verify that Maxwell equations can be written in a tensorial form. The

first line of Maxwell’s equations in @, the equations with sources, can be written as

1
OuF*" = —J" (63)

where F* is the electromagnetic field strength in (33)) and J* = (J°, .J) = (¢p, J) is the 4-vector
charge-current density that is interpreted as the source of the electromagnetic field. To verify
it, let us evaluate for different values of the free index v = (0,4) with ¢ = (1,2,3). For
v =0 we find

0 F" = 0gF™® + 0, F° = 0,F" + 0,F® + 03 F* = —(0, By + 02 Fs + 03 F3)
— — ]_
:—V'E:—Ejoz—p

which we recognize as the Gauss law V.-E= p. For v =1 we find

. 1
8MFM1 - 80F01 + @F” - aoEl + 82F21 + 83F31 = Eé?tEl - 8233 —|— 6332



which corresponds to the first component of the vectorial equation VxB-— %%—? = %j Similarly

for v = 2,3. Analogously, one may check that the other Maxwell’s equations in (@, the
homogeneous ones, can be written as

a#Fu)\ + 8VF)\H + (‘)AFW =0]. (64)

The sum with the cyclic permutation of indices makes the left hand side completely antisymmet-
ric, and thus with only 4 independent componentsﬂ Evaluating with (u,v,\) = (1,2,3),
and recalling , one finds

O1Fog + OxF31 + OsF19 = 01 By + 0By + 03 B3 = 0

and thus V- B = 0. Similarly, setting (u, v, A) = (0, 1,2) the equation becomes
1
OoF1a + 01 Fy + OxFy = ZatBS + OBy — 0B =0

that corresponds to the third component of the vector equation V x E + %%—Jf =0, etc..
Now we can study the Lorentz transformation properties of Maxwell’s equations

4 1 14
(%F“ - —EJ
O+ 0, F\y + Or\F,, = 0.

(65)

If the density current is a 4-vector, and declaring F),, to be a tensor, we see immediately that
these equations involve only tensors, and their covariance under Lorentz transformations is
manifest: they must have the same form in all inertial frames.

Let us also notice that
0,0, F" =0

since derivatives commute while F*” is antisymmetric, so that in the sums all terms cancel
pairwise. Then, applying the derivative d, to both members of the first equation in one

finds
a0 0
This is a “continuity equation” that describes the local conservation of the electric charge

auJ”:aOJOJrﬁ.f:%Jrﬁ-f:o. (67)

Defining the total electric charge ) at time ¢ by

Q) = [ dxpit.) (63)
one finds that it is conserved as a consequence of the continuity equation

dQ_ 3 8,0_ 3.0 T

where we have assumed that the density current J vanishes sufficiently fast at spatial infinity,
and used Gauss theorem.

31t is easy to count that the number of independent components of a totally antisymmetric tensor A

they are % = 4, and the tensorial equation A,,» = 0 contains only 4 independent equations.
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The four-potential A,

The second equation in indicates that magnetic monopoles do not exists (this is seen
more easily making explicit the role of the magnetic field, as in the second line of @) It can
be interpreted as an integrability condition, that has a solution of the form

Fm/ = a,u,Au - aVA,u (70)

where A, is called the four-potential. To verify this statement one may substitute it back into
the equation and check that

Ou(0) A\ — O\AY) + 0, (O\A, — 0,AN) + 0x(0,A, —0,A,) =0

where terms cancel two by two as derivatives commute. Identifying the components of the four-
potential in terms of the electric potential ¢ and vector potential A by A* = (A° A) = (¢, A),

-, -,

so that A, = (Ap, A) = (—¢, A), one obtains the usual formulas for the electric and magnetic
fields in terms fo the potentials

1 _ . 104
E; = Fyg = 0;A) — O0Ai = —0;0 — -0, A; = < — Vo - _a_>
c c Ot/ (71)
1 1 = T
Bi = geinFie = ein(0Ar — Opdj) = €0 A = (V x A);
i.e. .
L . 104 L

Gauge symmetry

The four-potential A,(r) is not unique. One could also use a different potential A’ (z)
defined by
Al (r) = Au(z) + 0,0(x) (73)

where () is an arbitrary function of spacetime, as the electromagnetic fields remains invariant
F/w =0,A, — &,A; =0,A, +0,0,0 —0,A,—0,0,0 =0,A, —0,A,=F,, .

The transformation (73 is a local symmetry, a Lie symmetry with parameter 6(x) that depends
in an arbitrary way on the spacetime point. It is also called gauge symmetry. It is related to
the group U(1), the group of phases, as one can write the transformation in an equivalent
way as

Al (r) = Ay(z) — ie~0@) e (74)

where €@ ¢ U(1) for each z. Electromagnetism is said to be a gauge theory based on the
gauge group U(1), and A,(z) is also called the gauge potential.

The generalization of this theory to more general groups (in particular to non-abelian
groups) is the basis of the Standard Model of elementary particles, where the gauge group
is given by the product of three independent groups, SU(3) x SU(2) x U(1).

Action
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We have noticed that the homogeneous equations ((64]) are solved by using the potential A,,.
With it, one is able to introduce an action functional’|

1 1 1
S[A,] = - / d4x< — S Fu " + EAHJ“) . (75)

Cc

Imposing the least action principle, one finds the remaining Maxwell equations

1
O Foy = ——Jy (76)

As we already noticed, the conservation of the current (9, J# = 0) is necessary for the consis-
tency of Maxwell equations. It is also needed to preserve the gauge invariance of the action.
The action is useful to study the quantization of the electromagnetic field.

8 Action for a relativistic particle and the Lorentz force

We have described the action principle for a relativistic particle in . We have noticed that
the action must be proportional to the proper time to ensure relativistic invariance. Now, we
proceed in a covariant manner using tensor calculus (to keep Lorentz symmetry manifest) at the
price of introducing a local symmetry, which is associated to a change of parameterization of the
worldline, as we shall see. This price is worth paying, as the manifest Lorentz invariance can be
used to introduce in a simple way interactions that are guaranteed to be consistent with special
relativity. In particular, we describe the coupling of a charged particle to electromagnetism
deriving the Lorentz force.

Let us denote the infinitesimal proper time of a particle that travels for an infinitesimal

distance dx* in spacetime with
1
dr = —\/—dztdzx,, . (77)
c

Now, we rewrite the action in the following form

dzt d
S = —mcz/dr = —mc/\/—dx”d:vu = —mc/d)\ —%% (78)

by using an arbitrary parameter A for identifying the worldline x#(\) of the particle. This
parameter can be chosen at will, and this arbitrariness constitutes a local symmetry of the
action (gauge symmetry)ﬂ It allows to present the action in a manifestly Lorentz invariant
form.

The choice of the parameter we made earlier in (47)) was to use A = t. We now choose the
proper time 7 to parametrize the worldline z#(7). Indicating with i = % we write the action
as

Slat] = —mc/dﬁ/—jc/‘jc# (79)

to be interpreted as a functional of the four functions (7). The coupling to the electromagnetic
field is obtained using the 4-potential A* = (A% A) = (¢, A) and introducing the interaction

term in the Lagrangian
e

Line = = Au(a(7)) () (80)

The integration in spacetime can be written as [ dtd®z = 1 [da®d3z = 1 [ d'a.
5Tts detailed study is pedagogically useful also for learning the basics of relativistic strings, nowadays used
as a model for a quantum theory of gravity.
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which evidently is a scalar under Lorentz transformations, and therefore consistent with Lorentz
invariance. The constant e represents the electric charge of the particle. The Lorentz invari-
ance, manifest in the tensor formalism, has lead us to the correct interaction term with minor
efforts. Other simple options, such as A, (z(7)) z#(7) are easily ruled out, for example by gauge
invariance.

The total action

Szt = /dT {—mc\/T“m'u + ZAH(x)x'“ (81)

can be used to find the equations of motion (using the least action principle 6S = 0). One finds

dpt e
— =-F"z 82
dr c Y (82)
where p* is the momentum conjugate to z*
mext
W= ——== = mi"
—T

(the last equality follows from the definition of the proper time). The spatial part of the

contains the usual Lorentz force. It is given here in terms of a four-force f*, recall eqs. (50)

and . If we go back to using the time ¢ rather than 7, we find the standard expression of
the Lorentz force . p p p

P e pdr, e dry e ida;

=-F—=-F"—+4 -FY—

A R T

. e .. dx: . e ..

— eE? e zngk_] — eE" =~ gk

er; + Ce 7t er, + cE 7

= eE' + (¥ x B
C

%Bk
t

that is

Exercise: Derive the Lorentz equations from the least action principle (65 =0).

We vary the coordinate functions z#(7) — z#(7) + da*(7) and study the variation of the
action (81

5S[xt] = S + 5] — S[at] = / ir {_mcl 1

2+/—12

(—24,041) + ZA“<I)51’“ + géA#(x)x'“

In the first term we integrate a % by parts to free dz* from it, neglecting the total derivative
(the boundary term) which vanishes by the boundary conditions, to find

1 d ( mcx
R 7 il Iz N
/dT {mc\/__ﬁxuéx } /deT (\/__m?>5a: )

The second term is treated similarly, using the chain rule

/ dr EA#(x)ag;«ﬂ} S / dr EC%A#(J:)] ot = — / dr Ei”(‘),,Au(x)]da:“.
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The third term produces

/ dr EM#(@W} - / dr Eéx”&,Au(x)x'“} - / dr lg@uA,,(x)gb”} Szt

where we have renamed indices and factored dz*. Adding the three pieces we get

5S[z") = / dr {—% (Q”%) + Z(@MAV - 8VAM)¢”} Szt |

Setting 6S[x*] = 0, and for arbitrary variations dx*(7), it produces the equation of motion of
the particle with the Lorentz four-force

_4 ( MLy ) v S(auAy —8,A,)i" =0.

dr \ /—12
Denoting p* = 24 (je. pt = mi, if 7 is taken as the proper time) and F), = 9,4, — J,4,,
it becomes
dpt e
W _ Cpug |
dr c

Electromagnetic current of a pointlike charge

We can write the interaction term in (81)

€ .
Sus = [ dr EAua(r)i(r
in the form .
Sint = /d4x gAu(fB)Ju(x)

which enters to recognize the current density J*(z) due to a pointlike charge. We can use
the four-dimensional Dirac delta function

§* () = 8(a”)0° (%) = 6(2°)8(2")d(2%)d(a”)
to write A, (z(7)) = [ d*z A,(x)0*(z — z(7)) so that

Sins Z/dT|:EA (x( } /d4 /dT[ 2)64(x — (7)) it (7)
/d%A (2) C/dT 5@ — w(r)) i(7)
from which we recognize the 4-current of the point charge
Ji(z) = ec / dr 64z — (7)) i (7) (84)

with ##(7) its 4-velocity. To clarify it, it is useful to exploit the arbitrariness of the reparame-
terization of the worldline using ¢ instead of 7 to find

JH(z) = ec/dT §(x — I(T))% /dt 6z — x(t))dgtu
_ ec/dt Slet — a°(0)5(F — H(0) o = e5*(F — (1) -
- <ec BT — Z(1)), e %’53( :E(t))) = (ec 5 (7 — T(t)), e (T — #(1)))

—

= (Cp, ‘])
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and recognize the charge density p(t,7) = ed*(Z — #(t)) and the current density J(t,7) =
et(t)03(Z — Z(t)) of the pointlike particle of charge e.

Summary

The system of a pointlike charge with coordinates z#(7) interacting with the electromagnetic
field A, (z) is described by the manifestly Lorentz invariant action

Sww%@@n:/umWCﬁa+;uﬂﬂwﬂ—ﬁ/fxnﬁw (85)

which leads to the coupled equations
0 F" (z) = —e/dT 5z — x(7)) 2(7)

% <%> = F ()i 0

These equations are quite complex. Most of the times one assumes the motion of the charge as
given and solves for the electromagnetic field, or alternatively one assumes the electromagnetic
field as given and solves for the motion of the particle. In general, the coupled problem, which
includes also phenomena of radiation reaction, is much more complex.

9 More on Maxwell’s equations

The free Maxwell equations (i.e. the Maxwell equations in vacuum) are given by
0, F" =0 (87)

that in terms of A, become

D" AV — "9, AP =0 . (88)

The solutions for A, are not unique, even fixing suitable initial data, because of the arbitrariness
related to the gauge symmetry. This arbitrariness allows one to fix suitable auxiliary conditions
(gauge-fixing conditions). Given a gauge potential A,(x), one can find an equivalent gauge
potential A (z) = A,(z) + 0,0(x), describing the same electric and magnetic fields, with the
function 6(z) chosen in such a way so that A} (z) now satisfies certain properties i.e. certain
gauge-fixing conditions. Dropping the prime on A, let us present the most commonly used
gauge choices:
e Lorenz gauge: 9,A" =0
which reduces the equations of motion to

8,0"A, =0 (89)

recognized as the D’Alembert wave equation with ¢ as the speed of the waves.
e Coulomb gauge: Ag=0, V-A=0
so that the equations of motion reduce again to a wave equation

8,0"A; = 0 (90)

with A; constrained by the Coulomb gauge, so that only two independent solutions exist (they
can be taken as the two circular polarizations of light, also known as helicities).
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Let us introduce a useful notation for the wave operator of D’Alembert

1 0?
— — v _ 2 __ 2
0= 0"0, = n"0,0, = =000y + V* = ~ 292 +V (91)
so that the equation in the Lorenz gauge is often written as
OA, =0. (92)

Let us postpone the analysis of its plane wave solution, as it is useful to discuss first a similar
equation for the case of the Klein Gordon field.

9.1 Energy-momentum tensor of the electromagnetic field

The energy-momentum tensor of the electromagnetic field in vacuum is defined by

1
TH = FHepY, — ZnWFaﬁFaﬁ : (93)

It is symmetric (T* = T""), conserved (0,7" = 0) and with vanishing trace (7%, = 0).
It describes the density of energy and momentum. The total energy and momentum of an
electromagnetic field configuration is given by

PF = / d*x T . (94)
In particular, the energy density, which we will calculate shortly, is given by
1 -, -
T = §(E2 + B?). (95)

We recognize that this expression is not Lorentz invariant (while we know that B? — E? is).
Exercise: Verify the conservation of the stress tensor

We compute
1
aufl'/u/ (au Fwa) FVa Fwa(aﬂ FV&) 48’/( Faﬂ Fa,B)

the first term vanishes because of Maxwell’s equations, the remainder (lowering the index v for
simplicity and renaming indices) becomes

1
0,T", = F'(0,F,q) — 5fvaﬁ(aymﬁ)

1

= F*°(0,F,5) — 5J_Tfaﬁ(ayFaﬁ)
1

=SB (zaaFyﬁ - aVFaﬁ>

1
= S F (aaF,,B — 93F,0 — 8Z,Fa5>

1
= —§Faﬁ (aang —+ a/ija + 8,,Fa/3> =0

which vanishes because of the Bianchi identities (the homogeneous Maxwell equations).
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Let’s now calculate some components of the energy-momentum tensor. Remembering

0 Ey  E, Ej
_El 0 33 —BQ
—Fy —Bs 0 By
—-F; By —-B;y 0

P =

we write

1 S (R I
TOO :FOQFOQ— Z_LT/OOQ(BZ_EZ) :E2+§(BZ—E2) — §<E2+BQ)

that corresponds to the energy density. Similarly the density of momentum is given by
TOi _ FOocFia _ FOJFZJ — FOJFZJ — EJEZJI{ZB]{? — EzngjBk = (E X é)z

known as the Poynting vector, defined by S=E x B.
The energy-momentum tensor T appears as a source for the gravitational equations of
general relativity.

10 Klein-Gordon equation

A very useful relativistic wave equation is known as the Klein-Gordon equation. It describes
the dynamics of a scalar field ¢(z) and it has the form

(0= p*)g(x) =0 (96)

where O = n*0,,0, = 0"0,, = —C%g—; + V72 is the d’Alembertian. It is manifestly a relativistic
equation, and is used to describe possible scalar forces associated with a potential ¢. In that
respect, we will soon derive the so-called Yukawa potential, originally introduced to describe the
nuclear forces that keep protons and neutrons bound inside the atomic nucleus. The parameter
1t is the inverse of a length and in a quantum interpretation is related to the mass m of a scalar

particle (the quanta of the field)

me 1 h
p=7 0 me [length] (97)

with the latter recognized as the Compton wavelength of a particle of mass m.
The Klein-Gordon equation can be obtained from the quantization of a relativistic particle.
We have seen that for a relativistic particle with 4-momentum p*

E?
pupu — _m202 —_— __2 +ﬁ2 — —m202 — E2 — ﬁ262 + m204 ) (98)
C

Since the energy must be positive (or, more generally, bounded from below) one finds

E = \/p%c® + m2ct. (99)

This relation could be used to find a relativistic extension of the Schroedinger equation of
quantum mechanics. Applying the substitution

E — m% . p— —ihV (100)
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as used in the derivation of the Schroedinger equation, one gets a very complicated equation
with 5
iho 07, 1) = V—h2AV2 + m2c* ¢(7, 1) (101)

which is quite difficult to interpret. This equation was soon abandoned. Klein and Gordon
proposed a simpler equation for the quantum mechanics of relativistic particles: using directly
the quadratic relation

E? = p*c® + m*ct (102)
they obtained

1 92 2 2
<——— +v2- O ) @) =0 ie. (O—2)dx)=0 (103)
c
known as the Klein-Gordon equation.

Solutions of the Klein-Gordon equation

Simple solutions of the Klein-Gordon equation are the plane waves

op(x) = gikd=wt) — o (PE-El) — ogpu! with E=¢’= \/]m ., peER?
(104)
which can be related to quanta consisting of scalar particles of mass m. Here k= % is the
(angular) wave-number vector, and w = % the angular frequency of the plane wave. They are
related to the energy and momentum through the Einstein and de Broglie relations, namely
E = hv = hw where the period T = ll/ is inverse of the frequency, and [p] = % with the

wavelength \ = 2% given by the inverse of the wave-number % These relations are expressed

w

covariantly by considering the wave 4-vector k* = (k% k) = (Z,E) which is related to the
4-momentum by p* = hk".

The verification that the ansatz solves the wave equation is immediate.

However, there is another class of solutions, those with negative energies £ = —/p2¢? + m?2ct.
How to interpret them? They signal the existence of antiparticles, particles with the same mass
(and spin), but opposite charge. The existence of antiparticles is understood in general as a
consequence of special relativity and quantum mechanics. The proper mathematical frame-
work that allows for a consistent interpretation of the negative energy solutions in terms of
antiparticle takes the name of “quantum field theory” (QFT).

A general solution of the free Klein-Gordon equation can be written as a linear combination
(in the sense of a Fourier integral) of plane waves with both positive and negative energies

Pp 1 —i P % iEpt—ip-@
o) = [ Gt () e B ) ) (105)
P
and
* p 1 —iBpt+ip-T * iEpt—ip-i
6°@) = | g (b0 + a (@) ) (106)
P
where we have set h = 1, £, = \/p?c? + m?c*, while the factor ﬁ is conventional. For real

fields (¢* = ¢) the different Fourier coefficients coincide, a(p) = b(p).

Yukawa potential
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Let us consider the equation with an external source

(O = p*)o(z) = J(z) (107)

where J(z) = gd63(%) is the source of a pointlike charge localized at the origin of the spatial
coordinates (63(%) is the Dirac’s delta). If we consider a time-independent solution, the equation
simplifies and becomes

(V* = p*)o(Z) = g6°(7) - (108)
For ;1 = 0 one recognizes the Poisson equation of electrostatics, with solution the Coulomb
potential of a pointlike charge ¢

0@ = —L2. (109)
For p # 0 the solution can be computed using the Fourier transform and is known as the

Yukawa potential
i Pp (=9) iz g e
0= | G e (110)

Even if one is not familiar with the techniques of Fourier transforms, one may verify that it sat-
isfies the equation for r # 0 (it is enough to use the laplacian written in spherical coordinates,
V% = 40,720, + derivatives on the angles). Furthermore, the singular behavior at r = 0 is
related to the intensity of the pointlike charge, as dictated by the Coulomb case that emerges
in the limit ;4 — 0. See fig. [12] for a graphical sketch of the Yukawa and Coulomb potential.

Along range comparison of Yukawa and Coulomb potentials
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Figure 12:  Comparison between the Yukawa potential and the Coulomb potential.

11 Electromagnetic waves

After having described the Klein-Gordon equation, let us return to the study of the electromag-
netic waves. The introduction of the four-potential A, solves half of the Maxwell equations.
The remaining ones in vacuum take the form

oMF,, =0"0,A, —0,A4,) =0 (111)
and are gauge invariant under the gauge transformation

SA, = 0,0 (112)
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with 6 an arbitrary function of spacetime. The gauge freedom allows to require the Lorenz
gauge for the potential, A, = 0, and in this gauge the equations simplify to

OA, =0

113
9"A, =0 (113)

Plane wave solution are found using the ansatz (up to an overall normalization) by setting
Au(r) = e, (k) ™ + cc. (114)

where €,(k) is an arbitrary polarization depending on the wave vector k#, and the exponent
contains the Lorentz invariant phase k - & = k,z# = n,,k'a” = —k%2° + k - Z. The notation
c.c. stands for complex conjugation, and makes the solution real. Plugging this ansatz into the
equations allows one to find a solution if

Kk, =0, ke, (k)=0. (115)

The second equation says that a linear combination of the possible four independent polariza-
tion vectors vanishes. Thus, only three polarizations €, (k) are possible. However, one of these
polarizations is not physical, the one with €, (k) ~ k,. It does not carry any electric and mag-
netic fields, and thus no energy and momentum. It can be removed by a gauge transformation.
The gauge transformations that removes it has the form with

0(z) ~ e** (116)

that satisfies (J#(z) = 0 and thus does not ruin the Lorenz gauge condition. The gauge
transformation becomes .
6A, = 0,0 ~ ik, e™” (117)

and shows that the polarization €,(k) ~ k, is not physical, as can be removed by an appropriate
gauge transformation. Thus, only two physical polarizations remain.
Let us exemplify this considering the motion along the z axis. We can take (setting ¢ = 1)

k= (K% k) = (w,0,0,w) (118)

which solves k*k, = 0 and produces the phase e** = et Tt describes a wave moving along

the z axis. The two expected polarizations can then be taken as given by

1
t ooto )

M U, 1,

which indeed satisfy ' ,
kel =0, €, 7 aky . (120)

Considering for example the solution with e}“ plugging it into (114)), and multiplying with an
arbitrary amplitude Ag one finds

A= Aycos(wz — wt) &

A
_88_75 = Fysin(wz — wt) & (121)
=V x A = Bysin(wz — wt)

E
B
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where Fy = By = wAq, and z, 7, Z are the usual unit vectors.
The above plane waves do not carry angular momentum. Plane waves carrying angular
momentum are obtained using the circular polarization defined by

ef =€, Tic, . (122)

They are also said to correspond to the helicity h = £1. In a quantum interpretation they are
related to photons carrying angular momentum +A along the direction of motion (helicity),
with a wavefunction of the form

Au(@) = €5 (k)™ = X (k)eire (123)

m

where p* = hk* is the 4-momentum of the photon.
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A Appendix: Definition of a group

The concept of group gives the appropriate mathematical language for describing the symmetries
of a physical system.
A group G is defined as a set of elements, G = {g}, that satisfies the following properties:

1
2
3
4

composition law: for any two elements g1, 9o € G then ¢, - go = g3 € G,
identity element: de € G such that g-e=e-g=g forany g € G
inverse element: if g € G then 3g7' € G, such g-g7' =g ' - g=ce,

~— — —— —

associativity: for any three elements g1, g2, g3 € G then (g1 - g2) - g5 = g1 - (92 - g3)-

Discrete groups are those groups that contain a finite number of elements, for example
Zy = {1,—1} with the usual law of multiplication defines a group with two elements. Lie
groups are those groups whose elements depend continuously on some parameters, for example
the rotations around the z axis form a Lie group whose elements are parametrized by an angle
¢ € [0,27]. The abelian groups are those groups whose elements commute under the law of
composition: gi - g = go - g2 for any g1, 9o € G. If that does not happen, the group is said to
be non-abelian.

Examples of discrete groups are:
e the cyclic group Z,,, generated by the powers of an element a of the group, Z,, = {e, a,d?, ...,a" '},

0 = ¢ (the group is isomorphic to the n-th root of unity, e“'k with

with the relation a” = a

kE=0,1,...n—1);

e the group of permutations of n elements, denoted by .S,,, which contains n! elements.
Examples of Lie groups are:

e O(N), the orthogonal group, i.e. the group of real, orthogonal, N x N matrices, describing

the invariances of the scalar product z”z with € RV;

e SO(N), the special orthogonal group, i.e. the group of real, orthogonal, N x N matrices with

unit determinant.

e U(l)={2€C||z|] =1} ={e? | 6 € [0,27]}, describing the invariances of w*w with w € C).

It is isomorphic to SO(2).
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