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In this chapter we introduce worldline actions that can be used to describe relativistic
particles with and without spin at the quantum level. Relativistic particles are of course
particles whose dynamics is Lorentz invariant. Lorentz transformations mix time and space, and
this may cause a conflict with the fact that dynamics singles out a time parameter along which
the system evolves. One way to describe relativistic particles is to use the time measured in the
chosen inertial frame, for example the lab frame, as time parameter. But then invariance under
a change of inertial frame is not manifest, as under Lorentz transformations the time parameter
gets mixed with the space variables describing the position of the particle. Using this set up one
finds that it is generically quite difficult to introduce consistent interactions with other types of
particles or fields. A useful alternative is to treat space and time democratically, but the price
to pay is to find gauge symmetries compensating the unphysical degrees of freedom introduced
this way. One may eliminate completely the gauge degrees of freedom to identify a set of
truly physical variables (“unitary gauge”), so that one may recover the previous formulation.
However, it is often convenient to select other types of gauges to keep the Lorentz symmetry
manifest. This covariant set up allows to introduce interactions in a simpler way.

When treating gauge systems with hamiltonian methods one finds “constrained hamiltonian
systems”, systems whose dynamics is restricted to a suitable submanifold of phase space. Below
we give a concise review of the treatment and quantization of singular lagrangians, i.e. those la-
grangians that give rise to constrained hamiltonian systems. This provides a suitable language
to describe actions for relativistic particles with and without spin, and their canonical quan-
tization. Then we introduce couplings, in particular to gauge and gravitational backgrounds.
Eventually we describe the corresponding path integral quantization as well.

1 Constrained hamiltonian systems

Constrained hamiltonian systems typically emerge when one tries to set up an hamiltonian
formulation of singular lagrangians, that is lagrangians L(qi, q̇i) for which

det
∂2L

∂q̇i∂q̇j
= 0 . (1)

In such a case, when one tries to pass to the hamiltonian formalism by introducing the momenta
pi as independent variables, one finds that the relation between momenta and velocities is not
invertible. The momenta are related to the velocities by

pi =
∂L(q, q̇)

∂q̇i
(2)

which is not invertible precisely when eq. (1) holds. This gives rise to constraints that define a
hypersurface in phase space with coordinates (qi, pi), and the dynamics is restricted to take place
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on it. Additional constraints may arise by requiring that the time evolution of the constraints
vanishes. Having found all constraints, one can show that they can be classified in two classes:
first class constraints and second class constraints.

First class constraints are related to gauge symmetries. They define a constrained surface
in phase space and, in addition, generate gauge transformations which relate points of the
surface that describe the same physics. Thus, a proper understanding of this situation is useful
whenever one is dealing with gauge systems.

Second class constraints are not related to gauge symmetries, and arise essentially because
one tries to set up a hamiltonian formulation of a system that is already in a hamiltonian form.
They can be treated using the so called Dirac brackets, that play the role of Poisson brackets
on the constraint surface. The Dirac brackets make it consistent to solve the second class
constraints for a set of independent coordinates that span the constraint surface: the latter is
then considered as the appropriate phase space on which the hamiltonian dynamics takes place.

1.1 Second class constraints

It is useful to discuss second class constraints first. We consider a phase space with canonical
coordinates denoted collectively by zA and a set of constraints Da(z) = 0, with a = 1, ..., n,
that identify an hypersurface in phase space on which the dynamics take place.

These constraints are called second class if they satisfy

det{Da, Db}
∣∣∣∣
Da=0

6= 0 (3)

where the curly bracket denote Poisson brackets. Note that it is enough that the determinant
be non vanishing on the constraint surface. In such a case the above condition is sufficient to
guarantee that the symplectic structure restricted on the surface is still a symplectic structure
that identifies Posson brackets on the reduced phase space. Then one can simply work on the
reduced phase space, defined by the constraints Da = 0, using the reduced symplectic structure.
The formula defining this structure in terms of the variables of the full original phase space
was found by Dirac. He devised the so-called Dirac brackets, given for any two functions A,B
of phase space by

{A,B}
D

= {A,B} − {A,Da}(M−1)ab{Db, B} , Mab ≡ {Da, Db} (4)

which is well defined on the constraint surface, since there detMab 6= 0. One may check that the
constraints Da have vanishing Dirac bracket with everything else, so that one may solve them
to find a set of independent coordinates on the reduced phase space. Canonical quantization
may then proceed as usual, setting up commutation relations defined by the Dirac brackets.

Typically these constraints arise when one is trying to introduce an hamiltonian formalism
for dynamical variables that are already hamiltonian (i.e. with equations of motion that are
already first order in time). A simple example may clarify this statement. Let us consider a
model defined by the lagrangian

L(q,Q, q̇, Q̇) = Qq̇ − V (q,Q) . (5)

Clearly this is a system with equations of motion that are first order in time, and if we had
denoted Q by p and V (q,Q) by H(q, p), we would have recognized the standard form of a
phase space lagrangian. Nevertheless we pretend to ignore this knowledge, and proceed with
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the construction of the hamiltonian formalism using standard prescriptions. We introduce
momenta p and P , conjugate to q and Q respectively, by

p =
∂L

∂q̇
= Q , P =

∂L

∂Q̇
= 0 (6)

and find immediately two constraints

D1 ≡ p−Q = 0 , D2 ≡ P = 0 . (7)

It is easily verified that they are second class. Using Dirac brackets allows to solve the con-
straints by setting Q = p and P = 0, that leaves one with the independent coordinates (q, p) of
the reduced phase space. In this simple example one may check that Dirac brackets reproduce
correctly the standard Poisson brackets of the (q, p) phase space.

1.2 First class constraints

One defines constraints Cα(z) to be first class if their Poisson brackets vanish on the constraint
surface defined by Cα(z) = 0, that is if they satisfy the Poisson bracket algebra

{Cα, Cβ} = fαβ
γCγ (8)

with fαβ
γ called structure functions, as they may depend on the phase space coordinates.

Of course, one first computes Poisson brackets in the full phase space, and then pass to the
constraint surface by setting Cα = 0, if needed. The key property of first class constraint is that,
on top of defining the constraint surface on which the dynamics is confined, they also generate
gauge transformations by acting with Poisson brackets: given a function of phase space A, its
gauge transformation is defined by

δA = {A, εαCα} (9)

with infinitesimal local parameters εα ≡ εα(t), parameters that depend arbitrarily on time t.
In particular, the gauge transformations of the basic coordinates of phase space zA read

δzA = {zA, εαCα} . (10)

Time evolution is generated by a gauge invariant hamiltonian H, that is a hamiltonian that
satisfies

{H,Cα} = hα
βCβ (11)

for suitable functions hα
β. Indeed, such a relation can be read as computing a gauge transfor-

mation of H, which is required to vanish on the constraint surface for the hamiltonian to be
gauge invariant there. Conversely, it can be read as computing the time evolution of the con-
straint Cα and requiring it to vanish on the constraint surface, so that no additional constraint
need be imposed for consistency.

All this information is encoded in an action principle that makes use of the dynamical
variables zA and of Lagrange multipliers λα

S[zA, λα] =

∫
dt

(
1

2
(Ω−1)AB z

AżB −H(z)− λαCα
)
. (12)
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Here above we have used the notion introduced in eq. (??) of chapter ?? to allow for dynamical
systems with both commuting and anticommuting variables. We recall that the first term is
the symplectic term that fixes the elementary Poisson brackets to be

{zA, zB} = ΩAB (13)

(we consider canonical coordinates for which the matrix ΩAB is constant, a situation that can
always be achieved locally, thanks to a theorem by Darboux). The equation of motion of the
lagrange multipliers λα reproduce the constraint equations Cα = 0. To verify that the functions
Cα play also the role of generators of gauge transformations, one may check that the action is
invariant under the following gauge transformations with infinitesimal parameters εα ≡ εα(t)
depending arbitrarily on time

δzA = {zA, εαCα}
δλα = ε̇α − εβλγfγβα − εβhβα (14)

which contain the structure functions fαβ
γ of the first class algebra and the functions hα

β that
describe the gauge invariance of the hamiltonian. We see that the gauge transformations of the
Lagrange multipliers λα depend on the time derivative of the gauge parameters εα, and for this
reason they are also called “gauge fields” (fields in one dimension!).

The geometrical picture that emerges is that on the full phase space there is an hypersur-
face, defined by the constraints Cα = 0, on which the dynamics takes place. Points on this
hypersurface are related by gauge transformations to other points of the same surface that
describe the same physical situation. All gauge equivalent points make up “orbits” that fill the
hypersurface: each orbit is an an equivalence class of points describing the same physics.

The original Poisson bracket structure is singular when restricted to the hypersurface defined
by first class constraints. How to deal with this situation, and how to quantize it, can be done in
several ways, which make use of the possibility of performing gauge transformations to satisfy
suitable gauge fixing conditions. The methods for treating first class constraints and construct
canonical quantization of gauge systems can be grouped into three main classes: i) the reduced
phase space method, ii) the Dirac method, iii) the BRST method. In the following, we assume
the first class constraints to be independent one another, otherwise certain reducibility relations
must be taken into account.

Before presenting a brief discussion of the three methods, it is useful to keep in mind a
(trivial) example of a gauge system that shows the essence of gauge symmetries and provides a
testing ground for exemplifying the methods. The model depends on two dynamical variables
x and y, and is identified by the lagrangian

L(x, y, ẋ, ẏ) =
1

2
ẋ2 . (15)

There is an obvious gauge symmetry which transforms nontrivially the variable y by δy(t) =
ε(t). It shows that the evolution of y(t) is not fixed by the dynamical laws and is arbitrary, as
one can modify it by a gauge transformation. Obviously the variable y is unphysical and could
be dropped straight away. However we pretend to keep it into the game to exemplify the three
methods mentioned above, In passing to the hamiltonian formulation we obtain the momenta

px = ẋ , py = 0 (16)
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and find the first class constraint C ≡ py = 0. It has vanishing Poisson bracket with the
hamiltonian H = 1

2
p2
x. This information is encoded in the phase space action

S[x, y, px, py, λ] =

∫
dt

(
pxẋ+ pyẏ −

1

2
p2
x − λpy

)
(17)

on which one can test the general statements made above.

Reduced phase space method

Given that the constrained surface is made up by gauge orbits generated by first class constraints
Cα, the idea is to pick a representative from each gauge orbit by using suitable gauge fixing
functions Fα = 0. The gauge is properly chosen if the set of constraints (Cα, F

α) form a
system of second class constraints. Then one can use the corresponding Dirac brackets, solve
the constraints to find a set of independent phase space coordinates, and work on the reduced
phase space identified by Cα = Fα = 0. Canonical quantization now proceeds by finding linear
operators with commutation relations specified by the Dirac brackets. This last step may be
not so obvious, as the Dirac brackets in the chosen coordinates of the reduced phase space
might be complicated. Darboux’s theorem guarantee that canonical coordinates exists locally,
but it may be difficult to find them out and work with them.

In the example of eq. (15), one may choose as gauge fixing function F ≡ y = 0, a config-
uration that can always be reached using gauge transformations on the variable y (indeed we
saw that its evolution is arbitrary, so that one may fix it by setting y(t) = 0). The gauge is well
fixed, and indeed the system C ≡ py and F ≡ y form a set of second class constraints. We use
them to eliminate the unphysical variables y and py. On the reduced phase space with canoni-
cal coordinates (x, px) the Dirac brackets reduce to the standard Poisson brackets. Canonical
quantization proceeds now as usual.

Dirac method

In this method, one prefers to work on the full phase space and recall that physical config-
urations must satisfy the constraints Cα = 0. Proceeding with canonical quantization, one
construct operators and related Hilbert space for all phase space variables. However, not all
states of the Hilbert space will be physical. Classical constraints Cα turn into operators Ĉα
that generate gauge transformations at the quantum level. They are used to select the vectors
|ψph〉 of the Hilbert space that describe physical configurations. This is done by requiring that
a physical state |ψph〉 satisfies

Ĉα|ψph〉 = 0 for all α . (18)

In quantum field theory this requirement may be too strong, and one requires the weaker
condition

〈ψ′ph|Ĉα|ψph〉 = 0 (19)

for arbitrary physical states |ψph〉 and |ψ′ph〉. Having found the subspace of physical states, one
should be careful to define a proper scalar product between them, which usually requires the
use of some gauge fixing functions, though we do not need to review this subject here.

In our standard example, upon quantization one has the operators (x̂, ŷ, p̂x, p̂y) acting on
the full Hilbert space, that can be taken as the set of functions ψ(x, y) of both x and y. The

5



condition that select physical states is

p̂yψph(x, y) = 0 → ∂

∂y
ψph(x, y) = 0 (20)

so that only wave functions independent of y are physical, as it should be. Note that for these
physical states the scalar product must contain some gauge fixing function to be well defined.
Using a delta function for the gauge fixing condition F ≡ y = 0 employed earlier, one may
define

〈ψph,1|ψph,2〉 =

∫
dxdy δ(y)ψ∗ph,1(x)ψph,2(x) (21)

which is the expected result.

BRST method

This is the most general method that allows for much flexibility in selecting gauge fixing con-
ditions. It encodes the use of Faddeev-Popov ghosts and related BRST symmetry, originally
found in quantization of lagrangian gauge theories. In this method one enlarges even further
the phase space by introducing ghosts degrees of freedom. In the full phase space one finds a
symmetry, the BRST symmetry, that encodes the complete information about the first class
gauge algebra. Again we present the essentials to give a flavor of the subject. The key property
of this construction is the nilpotency of the BRST charge Q, that generates the BRST sym-
metry, and the associated concept of cohomology, used to select physical states and physical
operators.

To start with, we assume that the constraints Cα are all independent. Then one enlarges
the original phase space by introducing ghosts cα and ghost momenta Pα, associated to each
constraint Cα, but with opposite Grassman parity of the latter. That is anticommuting ghosts
for bosonic constraints, and commuting ghosts for fermionic constraints. They are defined to
have an elementary Poisson bracket of the form

{Pα, cβ} = −δβα (22)

that corresponds to a term in the action of the form S =
∫
dt (ċαPα + ..). These variables

have assigned a ghost number: +1 for cα and −1 for Pα. All other phase space variables have
vanishing ghost number by definition.

In the enlarged phase space, called BRST phase space, one defines the BRST charge by
three requirements:
i) the BRST charge Q is real, anticommuting, and of ghost number 1;
ii)Q acts on the original variables as gauge transformations with the ghost variables cα replacing
the gauge parameters, plus possible higher order terms in ghosts;
iii) Q is nilpotent, i.e. it has vanishing Poisson bracket with itself, {Q,Q} = 0.

This is enough to identify the BRST charge. In fact, from conditions i) and ii) one finds
Q = cαCα + ... . Then imposing iii) one finds the complete BRST charge, that takes the form

Q = cαCα + (−1)cβ
1

2
cβcαfαβ

γPγ + ... (23)

where dots indicate higher order terms in the ghost moments Pα. Here above (−1)cβ is the
Grassmann parity of the ghost cβ, so that the formula holds for any type of constraints, bosonic
and fermonic. This formula is exact if the structure functions are constant. Higher order
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terms may appear on the right hand side for more general cases, all fixed by the nilpotency
condition. To prove eq. (23) one may expand the BRST charge in terms of ghost momenta as
Q = Q0 + Q1 + Q2 + ..., where the subscript counts the number of ghost momenta, and with
Q0 = cαCα to satisfy points i) and ii) above. Then one computes

{Q,Q} = {Q0, Q0}+ 2{Q1, Q0}+ .... (24)

to find (23). For constant structure functions the term {Q1, Q1} vanishes thanks to the Jacobi
identities satisfied by the structure constants fαβ

γ, so that setting Qn = 0 for n > 1 one obtains
the exact solution.

The power of the BRST construction resides in the fact that the nilpotency of the BRST
charge allows to define the concept of cohomology. Different cohomology classes are identified
with different physical observables. For that purpose let us make an aside and review the
concept of cohomology.

Let us consider a vector space V and a linear operator δ : V −→ V such that δ2 = 0. Such
an operator is called nilpotent. One defines the kernel of δ, to be indicated by Ker(δ), as all
elements α ∈ V such that δα = 0

Ker(δ) = {α ∈ V | δα = 0} (25)

and its elements are called “closed”. One defines the image of δ, to be indicated by Im(δ), as
all elements β ∈ V such that there exists an element γ ∈ V for which β = δγ

Im(δ) = {β ∈ V | ∃γ ∈ V for which β = δγ} (26)

with its elements called “exact”. Clearly, all exact elements are closed because of nilpotency,
Im(δ) ⊂ Ker(δ). However not all closed elements may necessarily be exact. The cohomology
measures the amount of non-exactness. It is defined as the set of equivalence classes of closed
elements that differ by exact elements

α′ ∼ α + δγ . (27)

The space of equivalent classes is denoted by

H(δ) =
Ker(δ)

Im(δ)
. (28)

Returning to the BRST construction, one finds that the operator {Q, .}, that acts on the
space of functions of the BRST phase space as {Q,A} with A an arbitrary function, is a
nilpotent operator. Nilpotency can be verified by using the Jacobi identities of the Poisson
brackets, and the properties that the BRST chargeQ is anticommuting and satisfies {Q,Q} = 0.
Nilpotency is crucial in the definition of physical observables, defined as the cohomology of the
BRST operator {Q, .} at vanishing ghost number. Thus a physical observable A can be thought
of as a function of phase space (with vanishing ghost number) that is BRST invariant

{Q,A} = 0 , (29)

keeping in mind that observables related by BRST exact functions describe the same physical
situation (i.e. are gauge equivalent)

A′ ∼ A+ {Q,B} . (30)
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In particular one can show the existence of a BRST invariant hamiltonian H. It satisfies
{Q,H} = 0, which tells at the same time that H is BRST invariant and that Q is conserved
along the time evolution generated by H. Equivalent hamiltonians are obtained by adding
BRST exact terms

H ′ ∼ H + {Q,Ψ} . (31)

The freedom of choosing Ψ parametrizes the freedom of selecting different gauges to fix the
dynamics of the unphysical degrees of freedom. For this reason the function Ψ is often called
“gauge fermion”.

The cohomological structure dictated by the BRST symmetry is carried over to the quantum
theory, which now contains the fundamental operators Q̂ and Ĥ. In particular the BRST
operator Q̂ is hermitian, with ghost number one, and satisfies Q̂2 = 0. Physical states are
defined by the cohomology of Q on the full Hilbert space at vanishing ghost number. That is,
physical states are given by vectors of the Hilbert space at zero ghost number satisfying Q̂|ψph〉 =

0. States |ψ′ph〉 equivalent to the previous one are those of the form |ψ′ph〉 = |ψph〉 + Q̂|χ〉 for

some χ. Similarly, BRST invariant operators are those commuting with the BRST charge Q̂
in a graded sense, [Q̂, Âph} = 0, with an equivalence relation given by Â′ph ∼ Âph + [Q̂, B̂} for

some B̂.
One may check that matrix elements of physical operators between physical states do not

depend on the representative chosen in the respective classes of equivalence, namely

〈ψph|Âph|φph〉 = 〈ψ′ph|Âph|φph〉 = 〈ψph|Â′ph|φph〉 = 〈ψph|Âph|φ′ph〉 . (32)

In particular, one can use this freedom to select convenient gauge fixing fermions and express
the transition amplitude as

〈ψph|e−
i
~ t(H+{Q,Ψ})|φph〉 (33)

which may be casted also as a gauge fixed path integral. We recall that the BRST method can
be developed directly in the path integral context, both at the hamiltonian and lagrangian level,
though we will not address here its construction. Also note that the full Hilbert space with
ghost degrees of freedom, which is often called BRST Hilbert space, is not positive definite:
the BRST operator is hermitian and nilpotent, but itself is nonvanishing, and this forces the
BRST Hilbert space to have an indefinite norm (so, technically speaking, the BRST Hilbert
space it is not an Hilbert space).

In our standard simple example given by L(x, y, ẋ, ẏ) = 1
2
ẋ2, upon BRST quantization one

finds the operators (x̂, ŷ, p̂x, p̂y, ĉ, P̂ ) acting on the BRST Hilbert space, which may be taken as
the set of functions ψ(x, y, c) = ψ0(x, y)+ψ1(x, y)c of the coordinates x, y and c, the latter being
a real Grassmann variable. The momenta acts as p̂x = −i ∂

∂x
, p̂y = −i ∂

∂y
, and P̂ = −i ∂

∂c
. The

BRST charge takes the form Q̂ = ĉp̂y = −ic ∂
∂y

, and the condition that selects select physical
states is

Q̂|ψ〉 = 0 → ∂

∂y
ψ0(x, y) = 0 (34)

so that they are described by wave functions ψ0(x) depending only on the x coordinate, as
expected. The ψ1(x, y) part is arbitrary, but it does not contribute to physical amplitudes as
it is seen to be BRST exact.
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2 Relativistic particles

The description of relativistic particles is a basic example where gauge symmetries allow for a
manifestly Lorentz covariant formulation.

2.1 Scalar particle

Let us consider the case of a massive particle with spin 0. The correct action must be Lorentz
invariant to guarantee invariance under change of inertial frame. In the free case the action is
proportional to the proper time, a well-known relativistic invariant. If one describes the motion
in an inertial frame with cartesian coordinates xµ = (x0, xi) = (t, xi) (we employ units with
c = 1), then one may use as dynamical variables the position xi(t) of the particle at time t. An
infinitesimal lapse of proper time can be written as1

√
−ds2 =

√
−dxµdxµ =

√
dt2 − dxidxi =

dt
√

1− ẋiẋi, so that one finds an action of the form

SI [x
i(t)] = −m

∫ √
−ds2 = −m

∫
dt
√

1− ẋi(t)ẋi(t) (35)

where m is the mass of the particle. The overall normalization is fixed by checking that in the
non relativistic limit one finds the standard non relativistic kinetic energy (plus the famous
constant potential energy E = mc2 due to the rest mass of the particle). This relativistic
description is correct, but Lorentz invariance is not manifest. Interactions must be introduced
in a very careful way not to destroy the latter.

It would be useful to have a description in which Lorentz invariance is kept manifest. This
can be done introducing additional dynamical variables supplemented by gauge symmetries, so
that one may recover equivalence with the original formulation. In our case, one would like to
treat the time coordinate x0 on the same footing as the spatial coordinates xi. This can be done
as follows. One can use an arbitrary parameter τ to label positions on the worldline, which is
embedded in space time by the functions xµ(τ). Using the latter as dynamical variables one
finds that the action takes the form

SII [x
µ(τ)] = −m

∫
dτ
√
−ẋµẋµ (36)

where now ẋµ ≡ d
dτ
xµ. Lorentz invariance is manifest, as the action is evidently a Lorentz

scalar. In addition, one notices that it depends on the velocities ẋµ only, so that constant space
time translations are seen as additional symmetries that complete the Lorentz group to the full
Poincaré group.

To compensate the manifest Lorentz symmetry the model acquires an invariance under a
local symmetry, related to the reparametrizations of the worldline

τ −→ τ ′ = τ ′(τ)

xµ(τ) −→ x′µ(τ ′) = xµ(τ) . (37)

Infinitesimally, with τ ′ = τ − ξ(τ), one finds the variations

δxµ(τ) ≡ x′µ(τ)− xµ(τ) = ξ(τ)ẋµ(τ) (38)

1We recall that we use the Minkowski metric ηµν such that ds2 = ηµνdx
µdxν = −(dx0)2 + dxidxi. Lorentz

transformations that leave the line element invariant take the form x′µ = Λµνx
ν with Λµν satisfying the relation

ΛµλΛνρηµν = ηλρ. The set of all such matrices form the Lorentz group O(1, D−1) of a D dimensional Minkowski
spacetime.
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where the infinitesimal parameter ξ(τ) depends arbitrarily on time τ . Under the transforma-
tions (38) the action changes by a total derivative

δSII [x
µ] =

∫
dτ

d

dτ

(
ξLII

)
(39)

where LII = −m
√
−ẋµẋµ is the lagrangian. This proves that the action is invariant under

arbitrary reparametrizations of the worldline. This invariance is in fact rather manifest in (36)
for finite transformations as well.

Equivalence with formulation I is easily proven: one may choose x0 as the parameter that
labels points on the worldline (this is a gauge fixing choice)

x0(τ) = τ (40)

so that the variable x0(τ) is not dynamical anymore: its time evolution is fixed by the gauge
condition. This reproduces the action SI .

However, one may wish to fix different gauges, so we keep for the moment the gauge freedom.
The hamiltonian formulation shows that it is a contrained system. The canonical momenta pµ
are given by

pµ =
∂LII
∂ẋµ

=
mẋµ√
−ẋ2

(41)

and one recognizes that they satisfy the constraint

pµp
µ +m2 = 0 . (42)

It is a first class constraint. One may also check that the canonical hamiltonian vanishes.
The phase space action takes the form

Sph.sp.[x
µ(τ), pµ(τ), e(τ)] =

∫
dτ
(
pµẋ

µ − e

2
(pµpµ +m2)

)
(43)

where the Lagrange multiplier e reproduces the first class constraint H ≡ 1
2
(pµpµ +m2) = 0 as

its equations of motion: e is called the einbein, as its square defines an intrinsic metric on the
worldline. The constraint is traditionally denoted by H as it plays the role of an hamiltonian
once the einbein is gauge fixed to a constant value (the canonical hamiltonain vanishes instead,
as just seen). Recalling the general structure of hamiltonian gauge systems, described in eqs.
(12) and (14), one finds that the gauge symmetry can be written as

δxµ = {xµ, ζH} = ζpµ

δpµ = {pµ, ζH} = 0

δe = ζ̇

(44)

where ζ(τ) is an arbitrary gauge parameter. The hamiltonian form of the action permits to
describe massless particles as well.

Dirac quantization of the model shows the connection to the Klein-Gordon equation. As
usual, one extends the phase space variables (xµ, pµ) to linear operators (x̂µ, p̂µ) with commu-
tation relations fixed by the classical Poisson brackets (we use units with ~ = 1)

{xµ, pν} = δµν −→ [x̂µ, p̂ν ] = iδµν . (45)
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States |φ〉 of the Hilbert space H evolve in the time parameter τ through the Schroedinger
equation. However the hamiltonian vanishes and the Schroedinger equation just tells that
states are independent of τ

i~
∂

∂τ
|φ〉 = 0 . (46)

In addition, generic states of the Hilbert space are not physical in general, as one must take
into account the constraint pµpµ +m2 = 0. The latter is used à la Dirac to select the physical
states of the system

(p̂µp̂µ +m2)|φ〉 = 0 . (47)

In terms of the wave function φ(x) = 〈xµ|φ〉 it takes the form of the Klein-Gordon equation(
− ∂µ∂µ +m2

)
φ(x) = 0 . (48)

Thus we see how the Klein-Gordon equation is obtained by first quantizing a relativistic scalar
particle.

Eliminating the momenta pµ through their algebraic equations of motion

δSph.sp.
δpµ

= ẋµ − epµ = 0 =⇒ pµ = e−1ẋµ (49)

produces the action in configuration space

Sco.sp.[x
µ(τ), e(τ)] =

∫
dτ

1

2
(e−1ẋµẋµ − em2) . (50)

The local symmetry takes now the geometric form

δxµ = ξẋµ , δe =
d

dτ
(ξe) (51)

where the local parameter ξ is related to the previous one in (44) by ζ = eξ. Absorbing
the einbein in ζ allows to present the gauge symmetry in an abelian form, which may be
convenient for performing various algebraic manipulations. The configuration space action
is useful for quantizing with path integrals. As in this book we mostly use euclidean path
integrals, we perform a Wick rotation to euclidean time (τ → −iτ) to obtain an euclidean
action SE (iSco.sp. → −SE) that takes the form

SE[xµ(τ), e(τ)] =

∫
dτ

1

2
(e−1ẋµẋµ + em2) (52)

with a corresponding Wick rotation in space time (x0 → −ixD) used to achieve a fully positive
definite euclidean action.

2.2 Spin 1/2 particles

A spin 1/2 particle is similarly described in a manifestly covariant way by a gauge model
with one local supersymmetry on the worldline. For the massless case, the phase space action
depends on the particle space time coordinates xµ joined by the real Grassmann variables ψµ,
supersymmetric partners of the former. The latter supply degrees of freedom associated to
spin. In addition, there are Lagrange multipliers e and χ, with commuting and anticommuting
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character, respectively, that gauge suitable first class constraints. Eventually, their effect is
to eliminate negative norm states from the physical spectrum, and make the particle model
consistent with unitarity at the quantum level. The gauge fields (e, χ) are called einbein and
gravitino, respectively, as they form the supergravity multiplet in one dimension.

Let us see how all this is realized explicitly. The action takes the form

S =

∫
dτ

(
pµẋ

µ +
i

2
ψµψ̇

µ − eH − iχQ
)

(53)

where the first class constraints are given by

H =
1

2
p2 , Q = pµψ

µ (54)

and generate through Poisson brackets the N = 1 susy algebra in one dimension

{Q,Q} = −2iH . (55)

This algebra is computed by using the graded Poisson brackets of the phase space coordinates,
{xµ, pν} = δµν and {ψµ, ψν} = −iδµν , fixed by the sympletic term of the action.

The gauge transformations are generated on (x, p, ψ) through Poisson brackets with V ≡
ζH + iεQ where ζ and ε are local parameters with appropriate Grassmann parity

δxµ = {xµ, V } = ζpµ + iεψµ

δpµ = {pµ, V } = 0

δψµ = {ψµ, V } = −εpµ (56)

while on gauge fields they are obtained using the structure constants of the constraint algebra

δe = ζ̇ + 2iχε , δχ = ε̇ . (57)

Let us now study canonical quantization to uncover the consequences of the constraints
and see how the Dirac equation emerges. Elevanting the phase space variables to operators
one find the following (anti) commutation relations (in the quantum case curly brackets denote
anticommutators, as customary)

[x̂µ, p̂ν ] = iδµν , {ψ̂µ, ψ̂ν} = ηµν (58)

while other graded commutator vanish. The former relations are realized on the usual infinite
dimensional Hilbert space of functions of the particle coordinates. The latter relations are seen
to give rise to a Clifford algebra that may be identified with the usual Clifford algebra of the
Dirac gamma matrices ({γµ, γν} = 2ηµν). Thus, they can be realized on the finite dimensional

Hilbert space of spinors (of dimensions 2[D2 ], where square brackets [ ] indicate the integer part)
as

ψ̂µ → 1√
2
γµ . (59)

The direct product of the two Hilbert spaces obtained above form the full Hilbert space of the
model, identified with the space of spinor fields.

12



Again the full information of physical states resides in the constrains implemented à la
Dirac. In particular, the constraint due to the susy charge Q̂ = p̂µψ̂

µ gives rise to the massless
Dirac equations

p̂µψ̂
µ|Ψ〉 = 0 → γµ∂µΨ(x) = 0 (60)

where as usual spinorial indices are suppressed and matrix algebra is understood. The constraint
Ĥ|Ψ〉 = 0 leads to the massless Klein Gordon equation for all components of the spinor Ψ, but
is automatically satisfied as a consequence of the algebra Q̂2 = Ĥ. Thus, we recognize how a
first quantized description of a spin 1/2 particle emerges from canonical quantization.

To study the corresponding path integral quantization it is useful to eliminate the momenta
pµ by their algebraic equations of motion

δS

δpµ
= ẋµ − epµ − iχψµ = 0 =⇒ pµ = e−1(ẋµ − iχψµ) (61)

to obtain the action in configuration space

Sco.sp.[x, ψ, e, χ] =

∫
dτ

(
1

2
e−1(ẋµ − iχψµ)2 +

i

2
ψµψ̇

µ

)
(62)

whose local symmetries may be recovered from the phase space ones.
Finally, a Wick rotation to euclidean time (τ → −iτ) produces the euclidean action SE

(iSco.sp. → −SE)

SE[x, ψ, e, χ] =

∫
dτ

(
1

2
e−1(ẋµ − χψµ)2 +

1

2
ψµψ̇

µ

)
(63)

with a corresponding Wick rotation in space time (x0 → −ixD and ψ0 → −iψD) used to achieve
a formally positive definite euclidean action.

2.3 Massive spin 1/2 particles

The massive case is slightly more subtle. To obtain it we use a general method of introducing
a mass term starting from the massless theory formulated in one dimension higher.

Let us exemplify the procedure for the scalar particle, and then apply it to the spin 1/2
case. We denote the extra dimension conventionally by x5, and denote coordinates in the extra
dimensions by xM = (xµ, x5), so that indices split as M = (µ, 5). The massless scalar particle
in one dimension higher is described by the phase space action

S =

∫
dτ
(
pM ẋ

M − e

2
pMp

M
)
. (64)

Now one can impose the constraint p5 = m, where m is a constant to be identified as the mass
of the particle in one dimension lower. The action takes the form

S =

∫
dτ
(
pµẋ

µ +mẋ5 − e

2
(pµp

µ +m2)
)
. (65)

The term with the coordinate x5 is a total derivative and can be dropped form the action.
Indeed p5 − m = 0 can be considered as a first class constraint, so that x5 becomes a gauge
degree of freedom that can be disregarded. Thus one obtains the massive case.
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We can follow the same steps for the spinor case. Starting from an action of the form (53)
in one dimension higher, and imposing the constraint p5 = m one finds

S =

∫
dτ

(
pµẋ

µ +
i

2
ψµψ̇

µ +
i

2
ψ5ψ̇5 − e1

2
(pµp

µ +m2)− iχ(pµψ
µ +mψ5)

)
(66)

where again x5 drops out, but ψ5 is retained. Let us check that this indeed describes a free,
massive spin 1/2 particle, at least in even dimensions. We focus directly in D = 4, and note
that on top of the operators in eq. (58) one find the extra fermionic operator ψ̂5 that can be
identified with the chirality matrix γ5, and the susy constraint pµψ

µ +mψ5 = 0 becomes at the
quantum level

(−iγµ∂µ +mγ5)Ψ = 0 . (67)

One can multiply it by γ5 and recognize that the set γ̃µ = −iγ5γµ is an equivalent set of gamma
matrices (they satisfy the same Clifford algebra). Dropping now the tilde one may recognize it
as the massive Dirac equation written in the standard form

(γµ∂µ +m)Ψ = 0 . (68)

2.4 Massless spin 1 particles

A spin 1 particle can similarly be described in a manifestly covariant way by a gauge model with
two local supersymmetries on the worldline. This model is often called the N = 2 spinning
particle or, equivalently, the O(2) spinning particle. Its action is characterized by a N = 2
extended supergravity on the worldline. The gauge fields (e, χ, χ̄, a) of the N = 2 supergravity
contain the einbein e which gauges worldline translations, complex conjugate gravitinos χ and
χ̄ which gauge the N = 2 worldline supersymmetry, and the U(1) ≡ O(2) gauge field a for the
symmetry which rotates by a phase the worldline fermions and gravitinos. The einbein and the
gravitinos correspond to constraints that eliminate negative norm states and make the particle
model consistent with unitarity at the quantum level. The constraints arising from the gauge
field a makes the model irreducible, eliminating some further degrees of freedom.

Let us see explicitly how all this emerges. The action in flat target spacetime is written in
terms of graded phase space variables given by real bosonic coordinates and momenta (xµ, pµ)
and complex fermionic variables (ψµ, ψ̄µ), with Poisson brackets {xµ, pν} = δµν and {ψµ, ψ̄ν} =
−iδµν . The Grassmann variables are again used to generate suitable spin degrees of freedom. The
constraints to be imposed to guarantee unitarity and irreducibility of the model are generated
by the charges

H =
1

2
pµp

µ , Q = pµψ
µ , Q̄ = pµψ̄

µ , J = ψ̄µψµ . (69)

This symmetry algebra can be gauged since the charges close under Poisson brackets and
identify a set of first class constraints

{Q, Q̄} = −2iH , {J,Q} = iQ , {J, Q̄} = −iQ̄ (70)

(other Poisson brackets vanish). Introducing the gauge fields G = (e, χ̄, χ, a) corresponding to
the constraints C = (H,Q, Q̄, J) produces the action

S =

∫
dτ
[
pµẋ

µ + iψ̄µψ̇
µ − e

(1

2
pµp

µ
)

︸ ︷︷ ︸
H

−iχ̄
(
pµψ

µ
)

︸ ︷︷ ︸
Q

−iχ
(
pµψ̄

µ
)

︸ ︷︷ ︸
Q̄

−a
(
ψ̄µψµ

)
︸ ︷︷ ︸

J

]
(71)
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which is manifestly Poincaré invariant in target space. It describes a relativistic model. The
gauge transformations on the phase space variables are generated by the Poisson bracket with
the generator V ≡ ζH+ iε̄Q+ iεQ̄+αJ , where (ζ, ε̄, ε, α) are local parameters with appropriate
Grassmann parity,

δxµ = {xµ, V } = ζpµ + iε̄ψµ + iεψ̄µ

δpµ = {pµ, V } = 0

δψµ = {ψµ, V } = −εpµ − iαψµ

δψ̄µ = {ψ̄µ, V } = −ε̄pµ + iαψ̄µ (72)

while the gauge transformations on gauge fields are obtained using the structure constants of
the constraint algebra (70)

δe = ζ̇ + 2iχ̄ε+ 2iχε̄

δχ = ε̇+ iaε− iαχ
δχ̄ = ˙̄ε− iaε̄+ iαχ̄

δa = α̇ . (73)

A peculiarity of this model is the possibility of adding a Chern-Simons term for the worldline
gauge field a

SCS = q

∫
dτ a (74)

which is obviously invariant under the gauge transformations (73). Absence of quantum anoma-
lies requires quantization of the Chern-Simons coupling

q =
D

2
− p− 1 , p integer. (75)

With this precise coupling the N = 2 spinning particle describes an antisymmetric gauge field
of rank p, and corresponding field strength of rank p+ 1, which for p = 1 gives a massless spin
1 particle in first quantization.

Let us derive these statements by reviewing the canonical quantization of the model. The
phase space variables are turned into operators satisfying the following (anti)commutation
relations

[x̂µ, p̂ν ] = iδµν , {ψ̂µ, ψ̂†ν} = δµν . (76)

States of the full Hilbert space can be identified with functions of the coordinates xµ and ψµ.
By xµ we denote the eigenvalues of the operator x̂µ, while for the fermionic variables we use
bra coherent states defined by

〈ψ|ψ̂µ = 〈ψ|ψµ = ψµ〈ψ| . (77)

A state |φ〉 is then described by the wave function

φ(x, ψ) ≡ (〈x| ⊗ 〈ψ|)|φ〉 (78)

and since the ψ’s are Grassmann variables the wave function has the following general expansion

φ(x, ψ) = F (x) + Fµ(x)ψµ +
1

2
Fµ1µ2(x)ψµ1ψµ2 + . . .+

1

D!
Fµ1...µD(x)ψµ1 · · ·ψµD . (79)
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The classical constraints C now become operators Ĉ which are used to select physical states
through the requirement Ĉ|φph〉 = 0. In the above representation they take the form of differ-
ential operators

Ĥ = −1

2
∂µ∂

µ , Q̂ = −iψµ∂µ , Q̂† = −i∂µ
∂

∂ψµ

Ĵ = −1

2

[
ψµ,

∂

∂ψµ

]
− q = p+ 1− ψµ ∂

∂ψµ
(80)

where we have redefined Ĵ to include the Chern-Simons coupling, and antisymmetrized ψ̂µ and
ψ̂†µ to resolve an ordering ambiguity. The constraint Ĵ |φph〉 = 0 selects states with only p + 1
ψ’s, namely

φph(x, ψ) =
1

(p+ 1)!
Fµ1...µp+1(x)ψµ1 · · ·ψµp+1 . (81)

The constraints Q̂|φph〉 = 0 gives integrability conditions (Bianchi identities once solved for a
gauge potential)

∂[µFµ1...µp+1](x) = 0 (82)

and the constraint Q̂†|φph〉 = 0 produces the other Maxwell equations in vacuum

∂µ1Fµ1...µp+1(x) = 0 . (83)

The constraint Ĥ|φph〉 = 0 leads to the massless Klein Gordon equation for all components of

the tensor field, and is automatically satisfied as consequence of the algebra {Q̂, Q̂†} = 2Ĥ.
Thus we see that the N = 2 spinning particle describes the propagation of a p-form gauge

potential Aµ1...µp in a gauge invariant way, namely through its Fµ1...µp+1 field strength. Setting
p = 1 one finds the Maxwell equations for electromagnetism in vacuum, interpreted as the wave
equations describing a massless particle of spin 1 in first quantization.

Eliminating algebraically the momenta pµ by using their equations of motion

pµ =
1

e
(ẋµ − iχ̄ψµ − iχψ̄µ) (84)

gives the action in configuration space

Sco.sp. =

∫
dτ
[1

2
e−1(ẋµ − iχ̄ψµ − iχψ̄µ)2 + iψ̄µψ̇

µ − a(ψ̄µψµ − q)
]
. (85)

The corresponding gauge invariances can be deduced from the phase space ones using (84). A
Wick rotation (where the gauge field a is also Wick-rotated as a→ ia to keep the gauge group
compact) brings it into the euclidean form

SE =

∫
dτ
[1

2
e−1(ẋµ − χ̄ψµ − χψ̄µ)2 + ψ̄µ(∂τ + ia)ψµ − iqa

]
. (86)

2.5 Massive spin 1 particles

The inclusion of a mass term be obtained again by considering the massless case in one di-
mension higher. Thus, we consider D + 1 dimensions, and eliminate one dimension (say x5)
by setting p5 = m. The coordinate x5 can be dropped from the action (it appears as a total
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derivative), while the corresponding N = 2 fermionic partners are retained and denoted by θ
and θ̄. This procedure gives the massive N = 2 action, which in phase space reads

S =

∫
dτ
[
pµẋ

µ + iψ̄µψ̇
µ + iθ̄θ̇ − eH − iχ̄Q− iχQ̄− aJ

]
(87)

where the constraints C ≡ (H,Q, Q̄, J) are now given by

H =
1

2
(pµp

µ +m2) , Q = pµψ
µ +mθ , Q̄ = pµψ̄

µ +mθ̄ , J = ψ̄µψµ + θ̄θ − q . (88)

Their Poisson brackets generate the N = 2 susy algebra in one dimension

{Q, Q̄} = −2iH , {J,Q} = iQ , {J, Q̄} = −iQ̄ (89)

and is gauged by the gauge fields G ≡ (e, χ̄, χ, a). The quantized Chern-Simons coupling
q ≡ D+1

2
− p − 1 has been inserted directly into the definition of J and allows to describe

an antisymmetric tensor of rank p. This is seen in canonical quantization. The phase space
variables are turned into operators satisfying the (anti)commutation relations

[x̂µ, p̂ν ] = iδµν , {ψ̂µ, ψ̂†ν} = δµν , {θ̂, θ̂†} = 1 . (90)

States of the Hilbert space can be described by functions of the coordinates (xµ, ψµ, θ), and
since ψµ and θ are Grassmann variables, a wave function has the following general expansion

φ(x, ψ, θ) = F (x) + Fµ(x)ψµ +
1

2
Fµ1µ2(x)ψµ1ψµ2 + . . .+

1

D!
Fµ1...µD(x)ψµ1 · · ·ψµD

+ im
(
A(x)θ + Aµ(x)θψµ +

1

2
Aµ1µ2(x)θψµ1ψµ2 + . . .

+
1

D!
Aµ1...µD(x)θψµ1 · · ·ψµD

)
. (91)

The imaginary unit i makes it possible to impose reality conditions on the fields F and A, and
the factor m is introduced for obtaining a standard normalization of the A fields.

The classical constraints C become operators Ĉ, which select the physical states by Ĉ|φph〉 =
0. In the above representation the constraints take the form of differential operators

Ĥ =
1

2
(−∂µ∂µ +m2) , Q̂ = −iψµ∂µ +mθ , Q̂† = −i∂µ

∂

∂ψµ
+m

∂

∂θ

Ĵ = −1

2

[
ψµ,

∂

∂ψµ

]
− 1

2

[
θ,
∂

∂θ

]
− q = p+ 1− ψµ ∂

∂ψµ
− θ ∂

∂θ
(92)

where in Ĵ we have antisymmetrized ψ̂µ, ψ̂†µ and θ̂, θ̂† to resolve an ordering ambiguity. The

Ĵ |φph〉 = 0 constraint selects states with only p+ 1 Grassmann variables, namely

φph(x, ψ) =
1

(p+ 1)!
Fµ1...µp+1(x)ψµ1 · · ·ψµp+1 +

im

p!
Aµ1...µp(x)θψµ1 · · ·ψµp . (93)

The constraint Q̂|φph〉 = 0 gives integrability conditions on Fp+1 and solves them in terms of
Ap (the former are then the Bianchi identities)

∂[µFµ1µ2...µp+1] = 0 , Fµ1µ2...µp+1 = ∂[µ1Aµ2...µp+1] . (94)
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The constraint Q̂†|φph〉 = 0 produces the Proca equations together with the familiar longitudinal
constraint on Ap

∂µ1Fµ1...µp+1 = m2Aµ2...µp+1 , ∂µ1Aµ1...µp = 0 . (95)

The constraint Ĥ|φph〉 = 0 is identically satisfied as a consequence of the algebra {Q̂, Q̂†} = 2Ĥ.
Thus, the model reproduce the Proca field equations for p-forms, which for p = 1 give the

standard description of a massive spin 1 particle.

2.6 Spin N/2 particles

The previous constructions can be generalized to describe spin N/2 particles in a manifestly
covariant way. One obtains a model withO(N) extended local supersymmetries on the worldline
(O(N) extended supergravity), which may be called O(N) spinning particle. The gauge fields of
the O(N) supergravity contains: the einbein e which gauges worldline translations, N gravitinos
χi with i = 1, ...N which gauge N worldline supersymmetries, and a gauge field aij for gauging
the O(N) symmetry which rotates the worldline fermions and gravitinos. The einbein and the
gravitinos correspond to contraints that eliminate negative norm states and make the particle
model consistent with unitarity. The contraints arising from the gauge field aij makes the model
irreducible, eliminating some further degrees of freedom.

In more details, the model is described by bosonic (xµ, pµ) and real fermionic ψµi phase
space variables with graded Poisson brackets {xµ, pν} = δµν and {ψµi , ψνj } = −iηµνδij. The
indices i, j = 1, · · · , N are internal indices labeling the various worldline fermion species. The
constraints

H =
1

2
pµp

µ , Qi = pµψ
µ
i , Jij = iψµi ψjµ (96)

close under Poisson brackets and generate the O(N) extended supersymmetry algebra in one
dimension, used as first class constraints

{Qi, Qj} = −2iδijH

{Jij, Qk} = δjkQi − δikQj

{Jij, Jkl} = δjkJil − δikJjl − δjlJik + δilJjk . (97)

Introducing corresponding gauge fields e, χi, aij one obtains the action

S =

∫
dτ

(
pµẋ

µ +
i

2
ψiµψ̇

µ
i − e

(1

2
pµp

µ
)

︸ ︷︷ ︸
H

−iχi
(
pµψ

µ
i

)
︸ ︷︷ ︸

Qi

−1

2
aij

(
iψµi ψjµ

)
︸ ︷︷ ︸

Jij

)
(98)

with gauge symmetries generated by V ≡ ζH + iεiQi + 1
2
βijJij on the phase space variables

δxµ = {xµ, V } = ζpµ + iεiψ
µ
i

δpµ = {pµ, V } = 0

δψµi = {ψµi , V } = −εipµ + βijψ
µ
j (99)

and corresponding transformations on the gauge fields

δe = ζ̇ + 2iχiεi

δχi = ε̇i − aijεj + βijχj

δaij = β̇ij + βimamj + βjmaim . (100)
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Eliminating algebraically the momenta pµ by using their equation of motion

pµ =
1

e
(ẋµ − iχiψµi ) (101)

one obtains the action in configuration space

Sc.sp. =

∫
dτ
[1

2
e−1(ẋµ − iχiψµi )2 +

i

2
ψiµψ̇

µ
i −

i

2
aijψ

µ
i ψjµ

]
. (102)

The corresponding gauge invariances can be deduced from the phace space one.
Canonical quantization à la Dirac in D = 4 shows that the model describes massless fields of

spin N/2. Indeed, one can prove that the constraints generate the massless Bargmann Wigner
equations for a multispinor wave function with N spinorial indices Ψα1...αN . The equations take
the form of a Dirac equation for each spinorial index

(γµ∂µ)αi
α̃iΨα1..α̃i..αN (x) = 0 i = 1, ..., N (103)

where, in addition, certain algebraic constraints are required to eliminate the lower spin com-
ponents, present in the tensor product of N spin 1/2 fields. The algebraic constraints, that
arise from the Jij charges, make in particular the spinor completely symmetric, though further
relations are present in general.

3 Coupling to background fields

In the previous section we have described the propagation of free relativistic particles. The next
step is to introduce interactions. The simplest option is to couple the particles to background
fields that take into account either external configurations fixed by the experimental apparatus
or the effect of other quantum particles. One may consider various type of backgrounds, like a
scalar potentials generated by fields of spin 0 or 1/2, or vector potential as in the case of abelian
gauge fields. Gravitational effects can be described by coupling to a curved background. The
guiding principle is to use the symmetries to identify and constrain possible interaction terms.
In particular the manifest Lorentz symmetry simplify enormously this task.

Let us start briefly describing the coupling to a scalar potential. For the spin 0 particle, it
is enough to introduce it in the Hamiltonain constraint, shifting for example the mass term by
m2 → m2 + V (x), where V (x) represents the external scalar potential. Similarly, for the spin
1/2 particle, considering the massive case, one can shift the mass term in the susy constraint
Q by m → m + λφ(x), where φ(x) represent an external scalar field and λ a corresponding
coupling constant. Then one works out the N = 1 susy algebra to see how the hamiltonian
constraint looks like for consistency.

Let us now consider the coupling to an external abelian vector field Aµ. For the spin 0
particle, this can be done by using the minimal substitution

pµ → pµ − qAµ(x) ≡ πµ (104)

in the hamiltonian constraint H. Here q is the charge of the particle, and πµ is the covari-
ant momentum, that has non trivial Poisson bracket proportional to the gauge invariant field
strength

{πµ, πν} = q(∂µAν − ∂νAµ) = qFµν . (105)
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Upon quantization, the covariant momentum gives the gauge covariant derivative π̂µ → −iDµ =

−i(∂µ − iqAµ), and one recognizes that the quantum hamiltonian constraint Ĥ ∼ π̂µπ̂µ + m2

produces the correct minimally coupled Klein Gordon equation. Inserting this in the action
(43), eliminating the momenta and Wick rotating to euclidean time produces the euclidean
action

S[xµ, e;Aµ] =

∫
dτ

(
1

2
e−1ẋµẋµ +

1

2
em2 − iqAµ(x)ẋµ

)
(106)

which contain the expected coupling to the gauge field (inserted in the path integral it gives
rise to the abelian Wilson line eiq

∫
Aµdxµ). Note also, that after gauge fixing the einbein e to

a constant, namely e(τ) = 2T where T is often called the Fock Schwinger proper time, the
euclidean action takes the form

S[xµ;Aµ] =

∫
dτ

(
1

4T
ẋµẋµ + Tm2 − iqAµ(x)ẋµ

)
. (107)

As we shall see later on, when performing the path integral in this gauge fixed form, an inte-
gration over the proper time T will arise.

A similar procedure can be employed for the spin 1/2 case. In this case one performs the
minimal substitution in the susy charge constraint Q, then the correct hamiltonian constraint
H follows by computing the susy algebra. This gives rise to non minimal couplings in H,
necessary for consistency. One finds (for the massless case)

Q = ψµ(pµ − qAµ(x)) ≡ ψµπµ , H =
1

2
πµπµ −

iq

2
Fµνψ

µψν (108)

with an analogous formula for the massive case. Evidently, the susy constraint gives rise to the
minimally coupled Dirac equation. Inserting the constraints in the phase space action, going to
configuration space and Wick rotating, and considering the gauge fixing conditions e(τ) = 2T
and χ(τ) = 0, appropriate when considering a loop as worldline, produces the euclidean action

S[xµ, ψµ;Aµ] =

∫
dτ

(
1

4T
ẋµẋµ + Tm2 − iqAµ(x)ẋµ +

1

2
ψµψ̇

µ + iqTFµν(x)ψµψν
)

(109)

with the last two terms responsible for the spinning degrees of freedom. This form of the action
will be used in later chapters.

Trying to employ the same procedure for the massless spin 1 particle finds an obstruction,
as the minimal coupling of the susy charge produce constraints that do not satisfy a first class
algebra. This signals the fact that it is problematic to introduce abelian gauge coupling for
particles with spin higher then 1/2.

Finally, let us mention how to introduce a gravitational coupling. This is achieved by using
a background metric gµν . For the spin zero particle it is enough to covariantize the hamiltonian
constraint H by

pµpµ ≡ ηµνpµpν → gµν(x)pµpν + ξR(x) (110)

where in the right hand side we have inserted also a non minimal coupling with the same mass
dimension (ξ is a dimensionless coupling constant). Non minimal coupling of higher dimensions
can also be introduced, as long as they are scalars under an arbitrary change of coordinates,
but their effect in negligeable at low energies and are typically neglected. The corresponding
euclidean action in the gauge e = 2T reads

S[xµ; gµν ] =

∫
dτ

(
1

4T
gµν ẋ

µẋν + T (m2 + ξR(x))

)
. (111)
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For spin 1/2 and 1 one can proceed minimally covariantizing the susy charges, working
out the modifications to the other constraint necessary to keep the algebra first class. This
can be achieved successfully to find the correctly coupled action to be used in path integral
applications.

4 Path integral quantization

We conclude this chapter with a brief discussion of the path integral quantization of relativistic
particles, taking into account a covariant gauge fixing of the local symmetries.

The essential points are already contained in the quantization of the scalar particle, so that
we start considering its free euclidean action in configuration space, eq. (52), that we report
again here for convenience

S[x, e] =

∫ 1

0

dτ
1

2
(e−1ẋµẋµ + em2) . (112)

We have chosen to parametrize the worldline with the parameter τ ∈ [0, 1]. The most important
topologies of the worldline are the interval I, suitable for describing the propagator, and the
circle S1 (or one dimensional torus), which enters in the first quantized representation of the
one-loop effective action induced by relativistic particles (FIGURES).

The path integral quantization is given by

Z ∼
∫

DxDe
Vol(Gauge)

e−S[x,e] (113)

where the overcounting from summing over gauge equivalent configurations is formally taken
into account by dividing by the volume of the gauge group. Concretely, the factorization of the
volume of the gauge group can be achieved by using the Feddeev Popov method or the modern
BRST approach. We briefly describe the latter to justify the gauge fixed path integral that we
are going to use extensively in later chapters.

The BRST quantization method builds on the existence of a rigid symmetry, the BRST
symmetry, that arises by elevating the gauge parameter of the local symmetry to a ghost
variable with opposite Grassmann character of the former. It is used to show that physical
observables are independent of the gauge chosen, so that one may fix it in the most convenient
way to perform path integral calculations. In spirit, it is based on the same structure described
in the hamiltonian analysis of section 1.2. We introduce it now, adapted to the lagrangian
context, by working directly with the relativistic particle action as generic example.

The gauge symmetry of action (112), as discussed below eq. (51), can be presented in the
abelian form

δxµ = ζe−1ẋµ , δe = ζ̇ (114)

where ζ = ζ(τ) is the infinitesimal arbitrary local parameter. From the local symmetry, one
finds a rigid BRST symmetry by setting ζ(τ) = Λc(τ) in the gauge transformations, where
c(τ) is the ghost, a real anticommuting variable, and Λ is the BRST constant parameter, a
purely imaginary Grassmann number needed to keep the combination Λc(τ) real and bosonic.
One then requires nilpotency, i.e. [δB(Λ1), δB(Λ2)] = 0 on all variables including the ghosts.
This requirement fixes the BRST transformation rule on the ghost c(τ). Generically it results
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proportional to the structure constants of the gauge algebra, and in our case it vanishes as the
algebra is abelian. The nilpotent BRST symmetry is then given by

δBx
µ = Λce−1ẋµ , δBe = Λċ , δBc = 0 . (115)

It is obviously a symmetry of (112), as at this stage it just reproduces the original gauge
symmetry.

One could now rewrite the path integral as

Z ∼
∫
DxDeDc e−S[x,e] (116)

identifying
∫
Dc ∼ Vol(Gauge)−1, but this is still of no use, as there is no freedom to perform

the gauge fixing yet. For that purpose, one introduces extra variables, the so called non minimal
fields b and π, where b called the antighost is anticommuting, while π called the auxiliary field
is commuting. They are defined to have the BRST transformation

δBb = iΛπ , δBπ = 0 (117)

which is trivially nilpotent. One can view b as a trivial field which can be shifted away by
the gauge symmetry iΛπ. They are not physical, one says in a technical sense that they do
not modify the cohomology, but they allow to select quite general gauge fixing terms. Before
describing those it is useful to assign ghost numbers to the variables introduced thus far. One
assigns zero ghost number to the original variables of the classical action, xµ and e, as well as
to the auxiliary field π. Then one assigns ghost number 1 to the ghost c, and ghost number −1
to the antighost b. It will be a conserved number if the gauge fixing term is chosen accordingly.

Now let’s come to the choice of the gauge fixing term. It must be BRST invariant, as the
BRST symmetry will be crucial to show independence of physical result from the chosen gauge.
This is achieved by adding to the classical action (112) a term of the form

Sfix[x, e, c, b, π] =
δ

δΛ
Ψ , Ψ ≡

∫ 1

0

dτ bf(x, e, π) (118)

where Ψ is called the gauge fixing fermion, that depends on the antighost b and on the arbi-
trary function f(x, e, π). The symbol δ

δΛ
indicates the BRST transformation with the constant

parameter Λ removed form the left. It is automatically BRST invariant, as the BRST transfor-
mation is nilpotent. It also conserves the ghost number. The function f(x, e, π) parametrizes
the arbitrariness of selecting a gauge fixing condition. In principle, one could use an even more
general form of the gauge fermion Ψ, but the above form will be enough for our applications.

The path integral

Z ∼
∫
DxDeDcDbDπ e−Sq , Sq ≡ S[x, e] + Sfix[x, e, c, b, π] (119)

is now in a well defined form, calculable for suitable choices of the gauge fixing function f . The
quantum action Sq is gauge fixed and BRST invariant. Using the BRST symmetry one can
show that it does not depend on the gauge fixing fermion, so that one may choose the most
convenient one. Choosing the gauge is an art, as generic choices, such as f = 0, are formally
correct, but produce the final result in the singular form ∞ · 0, that is rather useless.
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We choose now a suitable gauge fixing condition. We require the einbein e(τ) to be a
constant, by convention e(τ) = 2T with T a constant. This can be achieved by the gauge
fermion

Ψ =

∫ 1

0

dτ b(2T − e) → Sfix =

∫ 1

0

dτ
(
iπ(2T − e) + bċ

)
(120)

Path integrating over π produces the functional Dirac delta δ(e − 2T ), and path integrating
over e fixes e = 2T . One is left with

Z ∼
∫
DxDcDb e−

∫ 1
0 dτ ( 1

4T
ẋ2+m2T+bċ) (121)

and one recognizes the Faddeev Popov ghosts b, c that can be path integrated to produce a
Faddeev Popov determinant

Z ∼
∫
DxDet(∂τ ) e

−
∫ 1
0 dτ ( 1

4T
ẋ2+m2T ) . (122)

This is almost the end of the story, except for one important detail related to global prop-
erties of the worldline. The einbein e cannot be completely gauged away, and the constant T
is not arbitrary. Indeed the length of the worldline

∫ 1

0
dτ e = 2T is gauge invariant, so that

one should still integrate over all possible values of T , that we take to be positive. The final
answer can be obtained by computing the determinat, but to fix appropriately the overall nor-
malization it is expedient to compare with the Schwinger proper time representation for the
propagator and one loop effective action.

For the worldline topology of the interval I, one obtains the QFT propagator of the scalar
particle, the FP determinant is just a constant that can be absorbed and taken care of in the
overall normalization, and the path integral formula takes the form

ZI =

∫ ∞
0

dT e−m
2T

∫
I

Dx e−
∫ 1
0 dτ

1
4T
ẋ2 . (123)

The last path integral on the interval I is a free one. Taking the known answer (with specifica-
tion of the boundary condition x(0) = x′ and x(1) = x) and using its Fourier transform (also
obtainable directly form the phase space path integral)∫

I

Dx e−
∫ 1
0 dτ

1
4T
ẋ2 =

1

(4πT )
D
2

e−
(x′−x)2

4T =

∫
dDp

(2π)D
eip(x−x

′)e−p
2T (124)

one can insert it above to produces the standard euclidean Feynman QFT propagator for the
complex free Klein Gordon field φ(x)

ZI =

∫
dDp

(2π)D
eip(x−x

′)

∫ ∞
0

dT e−(p2+m2)T =

∫
dDp

(2π)D
eip(x−x

′)

p2 +m2

= 〈φ(x)φ∗(x′)〉QFT . (125)

In this example, we see explicitly how second quantized objects can be reproduced in a first
quantized picture.

For the topology of the circle S1, one obtains the QFT one loop effective action, with a
formula of the form

ZS1 = −
∫ ∞

0

dT

T
e−m

2T

∫
P

Dx e−
∫ 1
0 dτ

1
4T
ẋ2 (126)
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which contains the extra factor T−1 due to the fact that there is a zero mode in the ghost
determinant that signals the translational symmetry of the circle (T is basically the volume of
the circle and one should divide by this overcounting). The subscript P stands for periodic
boundary conditions for the coordinates x(τ), appropriate if they are defined on the circle S1.
The overall normalization (−1) is chosen to agree with the QFT definition of one loop effective
action. To compute the remaining free path integral it is convenient to switch back to the
operatorial picture ∫

P

Dx e−
∫ 1
0 dτ

1
4T
ẋ2 = Tr e−p̂

2T =

∫
dDp

(2π)D
e−p

2T (127)

so that

ZS1 =

∫
dDp

(2π)D

(
−
∫ ∞

0

dT

T
e−(p2+m2)T

)
=

∫
dDp

(2π)D
ln(p2 +m2) = ΓQFTeff (128)

which gives the expected one loop QFT effective action that includes the (diverging) contribu-
tion to the vacuum energy of complex scalar field. The ultraviolet divergence can be seen as
arising from the T → 0 limit of the proper time integration. Of course, one may now regulate
it and apply the QFT renormalization procedure.

A similar program can be carried out for the spin 1/2 fermionic particle. Let us consider
directly the phase space action in eq. (66). After Wick rotation, and in configuration space,
one obtains the euclidean action

S[x, ψ, ψ5, e, χ] =

∫ 1

0

dτ

(
1

2
e−1(ẋ− χψ)2 + ψψ̇ + ψ5ψ̇5 + e

1

2
m2 + iχmψ5

)
(129)

where we have suppressed obvious indices, which is again quantized by a path integral of the
form

Z ∼
∫
DxDψDψ5DeDχ

Vol(Gauge)
e−S[x,ψ,ψ5,e,χ] . (130)

There are two local symmetries to take care of, local supersymmetry and reparametrization,
with gauge fields χ and e respectively.

On the interval I, one can choose a gauge with constant e(τ) = 2T and χ(τ) = θ, with T
and θ gauge invariant constants that must be integrated over in the path integral. The variable
T is the usual Schwinger proper time, while θ is a corresponding supersymmetric partner, the
super proper time of Grassmann character, producing a formula of the type

ZI =

∫
dθ

∫ ∞
0

dT e−m
2T

∫
I

DxDψDψ5e
−

∫ 1
0 dτ ( 1

4T
(ẋ−θψ)2+ψµψ̇µ+ψ5ψ̇5+iθmψ5) . (131)

We will not analyze this formula further, though it might be useful when introducing interac-
tions with external fields, and just notice that at this stage it would be easier to use the phase
space path integral, were one sees that the integration over the proper time T produces the
term (p2 + m2)−1, the denominator of the Feynman propagator of the second quantized Dirac
field, while the integration over the super proper time θ produces the numerator, proportional
to γµpµ + mγ5, as arising naturally for a Dirac equation written in the form of eq. (67). Re-
defining the gamma matrices as explained before equation (68) would then give a numerator
proportional to the standard form −iγµpµ +m.

Many more applications of the worldline approach have been considered for the loop, i.e.
for the worldline with the topology of the circle S1. In such a case, choosing anti periodic
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boundary conditions for the ψ’s and χ, as appropriate for the fermions, shows that the constant
configuration for χ is not allowed, and it is consistent to choose the gauge χ(τ) = 0. The
gravitino can be gauged away completely. In this gauge the variable ψ5 decouples completely
and can be ignored. The integration over the proper time remains, and one is left with a
formula of the form

ZS1 =
1

2

∫ ∞
0

dT

T
e−m

2T

∫
P

Dx
∫
A

Dψ e−
∫ 1
0 dτ ( 1

4T
ẋ2+ψψ̇) (132)

where A stands for anti periodic boundary conditions. The decoupling of ψ5 remains valid also
when considering usual gauge and gravitational couplings, and the formula above gives a useful
representation of the one loop effective action of the quantum field theory of a Dirac spinor.
The overall normalization 1/2 is precisely inserted to agree with the QFT normalization. To
check this last statement one notices that the sermonic path integral factorizes and computes
the trace in the finte dimensional Hilbert space of the word lined frmions, that is the trace of
the identity in the space of gamma matrices, producing the factor 2

D
2 in even dimension D.

For D = 2, proceeding as in the case of the scalar particle, one gets

ZS1 = −2

∫
dDp

(2π)D
ln(p2 +m2) (133)

which takes into account the correct number of degrees of freedom of the fermion, together with
the sign that arises from fermonic loops.

Having fixed the correct overall normalization, one can proceed to calculate the amplitudes
arising from coupling to background fields.
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